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South Africa’s high levels of substance abuse represent one of the most pressing 
health problems affl icting the country. In particular, alcohol, stimulants such as 
tik (methamphetamine) and opiates such as heroin are devastating communities, 
aggravating poverty and crime, and contributing to child abuse and gender violence.

Substance Use and Abuse in South Africa emerges from research being conducted 
by members of the Brain-Behaviour Initiative (BBI) at the University of Cape Town. 
This innovative set of research projects links neuroscience and behavioural science to 
social issues, providing fresh perspectives on the health problems affl icting South Africa. 
This ground-breaking book examines the problem of substance abuse from multiple 
perspectives, including recent discoveries in brain and behavioural science, and also 
takes a public health view. Its focus ranges from brain imaging, which shows the effects of 
drug abuse on the brain, to the psychology of addiction, and on to policy and prevention. 
This is the fi rst book to address the nature of this problem in an integrated way, written by 

local researchers at the cutting edge.

… this excellent manuscript … brings together an impressive range and quality of 
contributions … giving the reader a thorough understanding of the complexity of 
substance use disorders; their evolution, aetiology, neurobiological mechanisms, 
as well as social and policy implications. The editors are to be congratulated in 
bringing together these contributions to make up what I’m sure will be an important 

and infl uential text in this area. 
– Dr Julia Sinclair, senior lecturer in Psychiatry, University of Southampton School of Medicine
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Preface

The arrival of democracy in South Africa was a wonderful victory for the country, and for 
the world. Nevertheless, the decades of apartheid left many wounds that require ongoing 
attention. One of the most under-recognised of these, perhaps, is the high prevalence of 
alcohol and substance use disorders in some of our communities. Recent epidemiological 
data have highlighted the extent to which conditions such as fetal alcohol syndrome are 
present, and the tremendous suffering and impairment that they cause.

Substance use disorders are, of course, a universal scourge. We have much to understand 
about the individual differences which create vulnerabilities to these conditions. At the 
same time, these disorders have somewhat different risk factors, and they are experienced 
and expressed somewhat differently in different socio-cultural contexts. The use and abuse 
of alcohol in South Africa is intimately bound up with the political history of the country, 
and alcohol continues to be used and abused in somewhat different ways in different 
communities in South Africa.

Increasingly we are understanding that substance use disorders are a major public 
health problem; there is also value to considering these conditions as brain disorders, which 
require appropriate professional help. Effective and cost-effective prevention is of course a 
crucial goal to strive for. At the same time, once addiction is present, then evidence-based 
treatments are required. The current treatment gap in South Africa is unacceptable; there 
are too few services for too many. There is a great need to improve health and mental health 
literacy in the community, and to train addiction professionals.

For these reasons, I am delighted to see this volume. It covers a wide range of 
aspects of substance use and abuse in South Africa, ranging from the neurobiology and 
neuropsychology of substance use disorders, through to clinical diagnosis and treatment, 
and on to epidemiology and public health policy. The editors are leaders of the University 
of Cape Town’s Brain-Behaviour Initiative, and their integrative approach to the brain-mind 
and its disorders has helped drive the volume. I hope it will succeed in its aim of informing 
the South African public, as well as addiction professionals in training.

Mamphela Ramphele
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Introduction: substance use and abuse in 
South Africa

Dan J. Stein, George F.R. Ellis, Ernesta M. Meintjes and Kevin G.F. Thomas

Since humans evolved in Africa, it is probable that the first human experience of psychotropic 
substances also occurred on this continent. Certainly, psychotropic substances have been 
used by humans for thousands of years – for recreational, spiritual and other potentially 
positive reasons. Simultaneously, the negative consequences of such substance use have 
long been noted, with early texts from the Bible to Hippocrates providing detailed accounts 
of their effects. Today, in much of the world, and arguably in South Africa in particular, the 
adverse consequences of substance use are particularly apparent.

According to the World Mental Health Survey, which included the first nationally 
representative epidemiological data on common mental disorders in Africa, South Africa has 
one of the highest lifetime prevalences of substance use disorders across the globe (Kessler 
et al, 2007). The most commonly used substance in South Africa, unsurprisingly given our 
history, is alcohol (Van Heerden et al, 2009), and the incidence of fetal alcohol syndrome 
in the country is perhaps the highest in the world (May et al, 2007). There is also evidence 
of the increasing use of a range of other substances, including methamphetamine (‘tik’) and 
heroin (Parry et al, 2004).

The rise on substance use disorders is associated with increased severity of a range of 
negative outcomes, both globally and locally. These include other medical and psychiatric 
disorders, risky sexual behaviour and sexually transmitted diseases, crime and violence, 
family dysfunction, and various ‘accidents’, including motor vehicle collisions. Given the 
high rate of past political and current domestic violence in South Africa (Gupta et al, 2008; 
Kaminer et al, 2001), the association between substances and aggression is of particular 
concern. The association between substances and risky sexual behaviour is at least as 
worrying (Simbayi et al, 2009) in southern Africa, which has the world’s highest rates of 
HIV/AIDS.

Also of significant concern is the lack of access to effective treatments for substance use 
disorders in many parts of the globe, including South Africa. There are a range of barriers to 
treatment, including structural and attitudinal barriers. Structural barriers include the relative 
lack of funding for mental health clinicians and the relative lack of accessible facilities for 
the treatment of substance use disorders. Underlying these barriers, however, are likely to 
be attitudinal barriers on the part of policy-makers, patients and even clinicians. Although 
there is growing evidence to support the concept that substance use disorders are medical 
disorders (World Health Organization, 2001), these conditions are highly stigmatised, and 
are often viewed as falling with the purview of Departments of Social Welfare, rather than 
Departments of Health.
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The prevalence of substance use disorders in South Africa, their associated morbidity, and 
their underdiagnosis and undertreatment, makes a volume that focuses on these conditions 
essential. But there are several more reasons for such a book, and these include the enormous 
range of advances in our understanding of substance use disorders and their treatment, as 
well as the need for different disciplines to come together to understand these conditions and 
to make the largest possible impact on reducing them. In particular, advances in molecular 
and cognitive-affective neuroscience have the potential to enable us to understand these 
issues more thoroughly, and so tackle them in innovative ways. Indeed, this volume emerged 
from research within the Brain-Behaviour Initiative at the University of Cape Town. We aim 
here to make that link explicit.

In the remainder of this introductory chapter, we will introduce the different authors 
of this volume, and their different disciplines and perspectives, focusing not only on the 
epidemiology and symptomatology of substances, but also on some of these advances and 
multi-disciplinary opportunities. This will serve to introduce not only the chapters of the 
volume, but also provide a brief rationale for the editors’ emphasis on the need for an 
integrative approach to substance use and its disorders.

Epidemiology and symptomatology
Recent epidemiological work has been crucially important in providing rigorous data to 
show the prevalence of substance use disorders and their morbidity in South Africa. Karl 
Pelzer has been a prolific researcher in South Africa, carrying out a broad range of surveys 
in the area of clinical psychology. In Chapter 1, he and Shandir Ramlagan summarise data 
on the epidemiology of substance use disorders in South Africa, focusing in particular on 
the work that they have undertaken.

Clinicians see only the tip of the iceberg documented by community studies. Nevertheless, 
this tip is of crucial importance, given its associated severity of symptoms. In Chapter 2, 
Don Wilson and Henk Temmingh, clinicians who work in the area of addiction psychiatry, 
describe the clinical presentation of substance abuse and dependence in the South African 
context. Colleen Adnams, Professor of Intellectual Disability, describes in Chapter 3 the 
developmental consequences of exposure to substances, focusing in particular on fetal 
alcohol syndrome.

South Africa’s youth are a particularly important population to consider when thinking 
about substance use. The vast majority of substance use disorders begin in adolescence 
and early adulthood. Neo Morejele, Eileen Rich, Alan Flisher and Bronwyn Myers have 
particular interest and expertise in this population, and in Chapter 13 they review the 
relevant epidemiology, including prevalence, morbidity and risk and protective factors, with 
a focus on the relevant South African studies. We now know that adolescents respond to 
rewards in a different way from adults, and their developing brains may be particularly 
sensitive to damage after substances (see Figure 1). The authors emphasise the relative 
dearth of appropriate treatment programmes for young people in South Africa, and provide 
a research agenda for the future.

One dogma of psychiatric epidemiology is that substance use disorders are more common 
in men, while mood and anxiety disorders are more common in women. It is noteworthy that 
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this dogma is currently being overturned. It seems that as women become more empowered 
in social structures, so there is a shift in psychiatric epidemiology, with substance use by 
women becoming more common. Several other gender issues play a key role in the thinking 
about substance use disorders and services, including the greater vulnerability of women 
to substance-related gender violence, and to the adverse consequence of problem drinking. 
In Chapter 4, Bronwyn Myers, an addiction specialist, and Bavanisha Vythilingum, a 
consultation-liaison psychiatrist with a particular interest in women’s mental health, provide 
a comprehensive overview.

Neuroscience and psychology
Psychobiological explanations include those which focus on distal mechanisms (that is, 
the mechanisms uncovered by evolutionary theory) and proximal mechanisms (that 
is, the mechanisms uncovered by researchers working on the areas of neuroanatomy, 
neurochemistry, neurogenetics and neuropsychology). In the case of substance use and its 
disorders, there has been growing interest and advances in our understanding of both distal 
and proximal explanations.

In Chapter 5, David Kibel and Dan J. Stein, psychiatrists with strong interests in evolution 
theory, begin by discussing the contribution of such theory to conceptualising substance 
use and its disorders. Although evolutionary medicine is a relatively new perspective in 
the medical sciences, it is arguably a particularly powerful one, as exemplified by their 
discussion. They note that reward systems have evolved over time, as a key mechanism 
for enhancing survival. It turns out that substances ‘hijack’ the reward system, accounting 
for their tremendously powerful effects (animals may self-administer substances to the 
point where they die from starvation). This kind of understanding leads to new ways of 
conceptualising the prevention and treatment of substance use disorders.

Figure 1: Functional magnetic resonance imaging, showing differences in young adults 
(left) and in adolescents (right) during reward anticipation

Source: http://www.niaaa.nih.gov/Resources/GraphicsGallery/Neuroscience/adolescent.htm
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Evolutionary mechanisms are passed down from generation to generation by our genes, 
with individual variation allowing for more successful mechanisms to evolve. There is a 
growing understanding of the way in which genes mediate our reward system in general, 
and substance use disorders in particular. In Chapter 6, Shareefa Dalvie and Fleur Howells, 
postgraduate students working with Rajkumar Ramesar, a Professor of Human Genetics, 
provide a comprehensive overview of this material.

Genes are ultimately responsible for protein synthesis, and brain proteins in turn 
underpin the structure and function of the brain’s neuronal circuits. Perhaps one of the most 
exciting series of advances in neuroscience in the past few decades has been the development 
of imaging technologies for neuronal structure and function. Of particular interest to this 
volume is work that has focused on reward systems and on the changes brought about by 
substance use and its disorders. For example, the dopaminergic system (see Figure 2) is 
implicated in reward processing, and brain imaging studies demonstrate that substances of 
abuse markedly affect dopamine receptors (see Figure 3).

The dopamine system is implicated in conditioning, and in Chapter 7 Ernesta M. 
Meintjes, a Professor of Brain Imaging, and her colleagues synthesise the relevant material, 

Figure 2: The circuits of the dopaminergic system. Mesolimbic and mesocortical circuits 
originate in subcortical areas and spread diffusely; these are thought to play a particularly 
important role in reward.

Source: courtesy of Coenraad Hattingh
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focusing in particular on brain imaging studies of methamphetamine, motivation and 
alterations that may contribute to diminished sensitivity to natural rewards in addicted 
patients.

An integrative cognitive-affective neuroscience perspective, which draws on a variety of 
sciences, ranging from the molecular through to the cognitive-affective, is arguably needed 
for each of the major substances. Methamphetamine, although relatively new to South Africa, 
has become of increasing significance. It has a specific and well-understood mechanism 
of action, perhaps facilitating the development of such an integrative account. Susan 
Malcolm-Smith, Anne Uhlmann, Anthony Hodge and Jonathan Ipser have backgrounds in 
experimental psychology, and in Chapter 8 they provide a useful multidisciplinary approach 
to conceptualising methamphetamine abuse, including the mechanisms underlying 
methamphetamine vulnerability and sequelae.

Specific molecules and circuits underpin the way in which our cognitions and affects 
operate (see Figure 3). In Chapter 9, neuropsychologists Kevin Thomas and Helen Ferrett 
describe the way in which substance use leads to impairments in multiple domains of 
psychological function. In Chapter 10, Mark Solms, a leading neuropsychoanalyst, his 
student Eleni Pantelis and Jaak Panksepp, a pioneer in affective neuroscience, reframe some 
early remarks by Freud in terms of current neuroscience, providing an innovative approach 
to substance use disorders. In Chapter 11, Don Ross, a Professor of Economics with a 
strong interest in neuroeconomics, reviews the question of how current work on choice and 
decision-making influences our thinking about substance use.

Although animal models of psychiatric disorders arguably always remain a step away 
from the human condition, given the complexity of the human brain-mind, we are 
closely enough related to rodents and non-human primates that animal work is able to 

Figure 3: Decreased dopamine (D2) receptors in the brain of a person addicted to cocaine versus 
a non-drug user

Source: http://www.nida.nih.gov/ResearchReports/Cocaine/effects.html#short
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shed considerable light on the mechanisms involved in substance use and its disorders. 
Professors Vivienne Russell, a neurochemist, William Daniels, a neurophysiologist, and 
Jacqueline Dimataelis, a postdoctoral fellow who has worked with both, provide a detailed 
account of this set of research in Chapter 12, noting how animal models are able to model 
the major stages of drug addiction (preoccupation/anticipation, binge/intoxication and 
withdrawal).

Intervention and policy
What matters, as Marx wrote, is not merely to understand the world, but to change it. In 
the last section of this volume, we address the question of how best to prevent and treat 
substance use disorders. Cleo Protogerou, Alan Flisher and Neo Morejele have backgrounds 
in psychology and psychiatry, and in Chapter 14 provide a comprehensive review of the 
data on prevention of substance use in youth. Unfortunately, the need for change is more 
easily expressed than implemented. Indeed, these authors note that local rigorously designed 
studies have tended to show at best modest effects of intervention. They do, however, 
provide valuable practical suggestions for future studies in this area.

In Chapter 15, Catherine Ward, a psychologist interested in issues of prevention, goes on 
to review the sociology of substance use in South Africa, focusing in particular on interpersonal 
violence. Katherine Sorsdahl, who has a background in behavioural psychology, and Dan 
Stein, a psychiatrist, address in Chapter 16 the issue of stigmatisation of substance use, 
arguing that there is a need to increase clinician and public mental health literacy in this 
area. In Chapter 17, Willem Pienaar, a psychiatrist with a strong interest in medical ethics, 
reviews the ethical issues surrounding substance use and substance use disorders.

Figure 4: Alcohol drinking markedly reduces brain metabolism

Source: http://www.niaaa.nih.gov/Resources/GraphicsGallery/Neuroscience/brain_activity.htm
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In Chapter 18, Henk Temmingh and Bronwyn Myers review the evidence on the 
pharmacotherapy and psychotherapy of substance use disorders. Researchers in this area 
are fortunate in that a significant research database of randomised controlled trials, often 
undertaken in academic settings, allows for the formulation of an evidence-based approach 
to the treatment of these conditions. At the same time, it is clear that much more work is 
needed, particularly in order to develop approaches that are effective in real-world settings, 
including low- and middle-income countries.

Finally, in Chapter 19, Crick Lund and Noxolo Hewana discuss appropriate policies and 
laws to address substance use in South Africa. Lund has particular expertise and experience 
in the area of public and community mental health. They provide a conceptual introduction 
to policy, and detail the challenges faced in developing and implementing substance use 
policies. They also provide a historical overview of substance abuse policy and legislation in 
South Africa, ranging from apartheid-era legislation through to the recent Prevention of and 
Treatment for Substance Abuse Act 70 of 2008. They conclude with an overview of some 
of the gaps in substance abuse policy in South Africa and recommendations for how these 
could be addressed.

Conclusion
In reviewing the list of chapters, and their contents, one cannot but be impressed by the 
enormity of the problem of substance use in contemporary South Africa. Substances with 
psychotropic effects have interwoven themselves with the social fabric of our society; 
they are part of everyday recreation and spiritual life, and they are a significant part of 
our hospitalisations, diseases, violence and ‘accidents’. Given our particular context, it is 
not surprising that they affect particular segments of society in different ways – but it is 
nevertheless clear that they affect us all, black and white, male and female, young and old.

Much more needs to be done to create a critical mass of scientists and clinicians 
who can address problems of substance use in southern Africa. At the same time, it is 
heartening to see that considerable work has been initiated locally, and that there is evidence 
of multidisciplinary collaboration to further this work. Such work ranges from extensive 
epidemiological research, through to a range of brain-behaviour research, and on to 
sophisticated efforts to think through policies and methods for optimally preventing and 
treating substance use disorders.

Clearly the perspective of the editors is a multidisciplinary one, but it also frames 
substance use disorders as ‘medical disorders’, an approach in which the brain-behaviour 
sciences can be particularly helpful. This theoretical stance is driven by several different 
assumptions.

First, although there is considerable traction to be gained by understanding the 
molecules involved in mediating substance use disorders, human behaviour is complex, 
and a full understanding therefore also requires inclusion of a range of disciplines other than 
molecular neuroscience, ranging from neuropsychology through to clinical neuroscience, 
social psychology and sociology (Ellis, 2005). The key issue here is the broad nature of 
the intervention: does one attempt to intervene in a bottom-up way, via prescription of 
appropriate medication affecting neuronal function (counter-drugs will do the job!), in a 
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top-down way by engaging with intention and purpose (psychology and social intervention 
are the answer!), or in some mix of bottom-up and top-down intervention (which is probably 
the best). But then how does one determine what mix is most effective for whom?

Second, although substance use disorders are arguably not ‘typical’ medical disorders, 
insofar as patients suffering from these conditions might have made an initial voluntary 
choice to begin abusing, and bear significant responsibility for parts of their own treatment, 
they are nevertheless better conceptualised as medical disorders than as merely ‘sinful’ and 
‘criminal’ (Stein, 2008). Once a person has initiated substance use, pathological brain changes 
follow, and there are medical treatments, including pharmacotherapy and psychotherapy, 
that are effective in dealing with these changes.

Third, and consistent with this emphasis on brain changes and clinical intervention, a 
perspective that includes the brain-behavioural sciences is needed for optimal understanding 
and management of substance use disorders. Although this may be self-evident for many 
readers, we feel it is important to make this explicit, given that substance abuse policies have 
so often ignored the insights of neuroscience and the need for clinical treatment. We hope 
that this volume will serve as a useful resource, not only for clinicians and researchers with 
an interest in substance use disorders, but also for policy-makers.

In closing, we wish to thank the contributors for their efforts. We wish to acknowledge 
with gratitude the University of Cape Town’s support in funding the Brain-Behaviour 
Initiative, which provided the impetus not only for some of the research reported herein, 
but also for the volume itself. Finally, we wish to thank Diana Lapido Loereiro for her help 
in coordinating the volume.
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Epidemiology and Symptomatology





1  Epidemiology of substance use and 
abuse in South Africa

Shandir Ramlagan and Karl Peltzer

Introduction
At the end of the apartheid era, research relating to the nature and extent of use of drugs 
other than alcohol and tobacco among the general adult population in South Africa was 
virtually nonexistent (Rocha-Silva, 1992). In his opening address to the South African 
Parliament in 1994, President Nelson Mandela signalled alcohol and drug abuse as a 
problem among the social pathologies that needed to be combated. By February 1999, 
the country’s Drug Advisory Board noted an unacceptable increase in substance abuse (the 
age of first experimentation had also dropped) and its associated problems. In 1997, the 
inappropriate use of narcotic drugs was estimated to cost countries between 0.5% and 1.3% 
of their GDP annually. In South Africa, this amounted to between R2.4 and R6.3 billion 
(UNODC, 2003). This problem has been identified by the National Drug Master Plan as 
fuelling crime, poverty, reduced productivity, unemployment, dysfunctional family life, 
political instability, the escalation of chronic diseases such as AIDS and TB, injury and 
premature death (Drug Advisory Board, 1999). Its sphere of influence reaches across social, 
racial, cultural, language, religious and gender barriers and, directly or indirectly, affects all 
South Africans.

Results and discussion
In the 1960s and 1970s, the widespread abuse of psychotropic substances emerged in 
South Africa. Globalisation has since facilitated the introduction of potent addictive drugs, 
such as heroin, cocaine and ecstasy. Leggett (2004) noted that prior to 1994, cocaine and 
heroin were not readily available in South Africa. After South Africa’s re-integration into the  
world community in the 1990s, its well-developed transport and communication systems 
and advanced banking structure meant that the country came to be used for the purpose of 
illicit trafficking of many commodities, including drugs (UNOCD, 2002).

The end of apartheid has increased South Africa’s vulnerability to illicit drug trafficking 
between source countries in Asia and South America and the major consumer markets in 
Western Europe and North America. While not the most direct route between these areas, 
South Africa may be used for trans-shipments of illegal drugs. The quality of air and sea travel 
connections via South Africa to many parts of the world offers drug traffickers opportunities 
that did not exist earlier. The country’s geography, porous borders and expanding international 
trade links with Asia, Western Europe and North America have made it an attractive drug 
transit country. Drug trafficking and abuse have accordingly escalated. The point of escalation 
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Table 1.1: National and localised South African studies regarding substance use 

AUTHOR YEAR ACRONYM SCOPE SAMPLING SAMPLE SIZE/
AGE

Flisher et al, 
1993

1993 Substance 
use

Cape Town 
secondary schools

N=7 340

Reddy et al, 
1996

1995 HSRC Tobacco National Household 
Survey, multistage 
stratified sampling

N=2 238/16 
yrs and above

Department of 
Health, 1998, 
& Steyn et al, 
2002

1998 DHS Tobacco, 
Alcohol

National Household 
Survey, multistage 
stratified sampling

N=13 826/15 
yrs and above

Swart et al 1999 GYTS Tobacco National school 
survey

N=6 045/13–17 
yrs

Visser & 
Moleko 1999

1999 Substance 
use

Pretoria primary 
schools

N=460

Terblanche and 
Venter

1999 Substance 
use

Port Elizabeth 
schools

N=382/grades 
8–12

Peltzer et al, 
1999

1999 Substance 
use

Urban secondary 
schools

N=191

Peltzer et al, 
1999

1999 Substance 
use

Northern Province 
rural secondary 
schools

N=209

Reddy & Swart, 
2003

2002 GYTS Tobacco National school 
survey

N=8 935/13–18 
yrs

Reddy et al, 
2003

2002 YRBS Substance 
use

National school 
survey

N=10 
699/13–19 yrs

Stein et al, 
2009

2002–
2004

SASH Alcohol, 
Substance 
use

National Household 
Survey

N=4 351/18 
yrs and above

Peltzer et al, 
2002

2002 Substance 
use

University students N=799

CASE, 2007 2003 WHS Tobacco, 
Alcohol

National Household 
Survey, multistage 
stratified sampling

N=2 351/18 
yrs and above

Department of 
Health, 2007

2003 DHS Tobacco National Household 
Survey, multistage 
stratified sampling

N=8 115/15 
yrs and above

Flisher et al, 
2003

2003 Substance 
use

Cape Town 
secondary schools

N=2 779

Plüddemann & 
Parry, 2003

2003 Substance 
use

Arrestees N=1 000

Shisana et al 2004 HSRC Substance 
use

National educator 
survey

N=20 626/20 
yrs and above

(continued )
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is traceable to the fall of apartheid and the liberalisation of most aspects of society in the years 
following the country’s first democratic elections in 1994.

Cocaine from Latin America and heroin from the Far East transits through South Africa 
to Europe, and the United States (US Department of State, 1996). South Africa, along with 
Namibia, Kenya, Swaziland, Angola, Tanzania and Uganda are now on the major cocaine 
trafficking routes. Colombian cocaine drug lords are reported to be moving their operations 
into South Africa, which allows them easier access to Europe. More recently, the cartels have 
established contacts with Asian and Far Eastern producers to use South Africa as a conduit 
for smuggling hashish, heroin and opium to Europe and the United States (Hawthorne, 
1996).

Long, porous borders and weak border control, including understaffed ports and 
numerous secondary airports, give traffickers nearly unlimited access to South Africa. The 
growing presence of illicit drugs in South Africa is indirectly a result of the dramatic increase 
in the number of international flights to the country, relaxed visa requirements for South 
Africans to travel overseas, the movement of large numbers of legal and illegal people across 
the borders, poor border monitoring and ill-equipped customs officials. All of these create 
a highly attractive market for the influx of drugs (SAPA, 1995), and a growing reputation as 
a ‘paradise’ emerging market and transit point for illicit drugs (Steyn, 1996; Ryan, 1997). 
Although there is little available evidence to substantiate it, the growth of organised crime, 
and the lack of adequate resources to deal with it contributes, among other factors, to an 
increase in the accessibility and availability of illicit drugs in South Africa. A corresponding 
increase in consumption is probable.

Tobacco use and abuse
According to the World Health Organization (Saloojee, 2006), 4 million deaths worldwide 
are attributed to tobacco each year. In South Africa, according to Groenewald (2007),  

Table 1.1:  National and localised South African studies regarding substance use (continued )

AUTHOR YEAR ACRONYM SCOPE SAMPLING SAMPLE SIZE/
AGE

Mwansa et al, 
2004

2004 Substance 
use

Bele Bele and 
Pretoria

N=303

Shisana et al, 
2005

2005 SABSSM II Substance 
use

National Household 
Survey, multistage 
stratified sampling

N=23 236/15 
yrs and above

Peltzer et al, 
2005

2005 Substance 
use

National 25 higher 
education 3rd/4th-
year students

Peltzer et al, 
2006

2006 Substance 
use

Community survey N=800

Shisana et al, 
2008

2008 SABSSM III Substance 
use

National Household 
Survey, multistage 
stratified sampling

N=10 828/15 
yrs and above
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34 108 deaths in males (12.4% of all male deaths) and 10 306 deaths in females (4.2% 
of all female deaths) in 2000 were attributed to tobacco. The tobacco-related studies in  
Table 1.2 show that from 1999 (Global Youth Tobacco Survey, or GYTS) to 2002 (GYTS) the  
percentage of children below 10 years of age who had started using tobacco among those with  
a history of having smoked seemed to have decreased from 18% to 16%. In Table 1.2, from 
1999 to 2002, we also see that there seems to be a decline among adolescents in lifetime tobacco  
use from 46.7% to 37.6% (GYTS, 2002) to 30.5% (Youth Risk Behaviour Survey, or YRBS, 
2002). Current tobacco use among adolescents also seems to be declining, yet at a smaller 
rate, from 23% (GYTS, 1999) to 18.5% (GYTS, 2002), with YRBS in 2002 reporting 21.1%. 
Although there is a relatively high proportion of smokeless tobacco use among adolescents, 
(18% to 21%), there seems to be a decline in its use from 18% (GYTS, 1999) to 15% (GYTS, 
2002), with YRBS (2002) reporting 11%. The 1998 Demographic Health Survey (DHS) 
and the GYTS (1999) showed daily smoking among adolescents at 10.6% and 10.1%, 
respectively. The GYTS (2002) and YRBS (2002) figures indicate a decline to 5.8% and 
6.5%, respectively.

Surveys of South African adult smoking trends (see Table 1.3) show that daily smoking 
declined from 26.2% in 1998 (DHS) to 19.8% in 2003 (DHS), with the World Health Survey 
(WHS, 2003) reporting 14.6%. Among a national sample of educators (HSRC, 2004), daily 
smoking was reported by 8.5% of educators. Daily tobacco use was found in four national 
surveys to be higher among urban than rural residents, higher in the Western Cape and 
Northern Cape than in other provinces, higher among coloureds, whites and Indians than 
Africans, and higher among those with a lower education level.

Alcohol use and abuse
Globally, the net effect of alcohol consumption on health is detrimental, with an estimated 
3.8% of all global deaths and 4.6% of global disability-adjusted life-years (DALYs) 
attributable to alcohol (Rehm et al, 2009). In South Africa, the estimated burden of disease 
attributable to alcohol use in 2000 was estimated at 7.1% (95%, uncertainty interval 
6.6–7.5%) of all deaths and 7.0% (95%, uncertainty interval 6.6–7.4%) of total DALYs. 
As a cause of alcohol-attributable disability, alcohol use disorders ranked first (44.6%), 
interpersonal violence second (23.2%), and fetal alcohol syndrome (FAS) third (18.1%) 
(Schneider et al, 2007).

How alcohol is consumed in a country or within a group (ie, pattern of drinking) is an 
important determinant of types and levels of problems associated with drinking. Alcohol 
consumption should be understood in the context of how it is drunk, that is, the patterns 
of drinking. Hazardous drinking is defined as a quantity or pattern of alcohol consumption 
that places patients at risk for adverse health events, while harmful drinking is defined as 
alcohol consumption that results in adverse events (e.g. physical or psychological harm) 
(Reid et al, 1999).

In 2005, the second South African National HIV Prevalence, HIV Incidence, Behaviour 
and Communication Survey (SABSSM II) showed a decline in lifetime and current alcohol 
use among adolescents, whereas the 2008 survey (SABSSM III) survey showed a slight 
increase (see Table 1.4). Lifetime and current alcohol use among adults seemed to have 
remained stable for the adult population (Peltzer & Ramlagan, 2009). Current (past month) 
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Table 1.2: Adolescent tobacco use status (more harmful) by age and sex

1998 DHS 
(15–19 yrs; 
N=2 249)

1999 GYTS  
(13–17 yrs;  
N=6 045)

2002 GYTS  
(13–18 yrs;  
N=8 935)

2002 YRBS  
(13–19 yrs;  
N=10 699)

Tobacco 
products

Cigarettes (other 
tobacco products)

Cigarettes (other 
tobacco products)

Cigarettes (other 
tobacco products)

Ever used Boys Girls Boys Girls Boys Girls Boys Girls

Initiation 
age <10

18.9* 17.7* 16.5* 16.4* 8.7 4.2

≤13 50.9 37.3 45.2 20.5 26.4 17.1

14 41.9 37.3 40.4 31.9 35.2 24.6

15 6.3 5.4 60.6 41.2 46.9 35.4 37.0 27.2

16 15.0 5.4 58.2 40.4 47.1 31.4 42.9 28.8

17 17.0 7.8 59.4 35.1 53.6 20.7 47.5 20.2

18 21.8 50.3 22.4 41.3 14.0

19 25.0 38.2 14.7

Total 16.8 9.2 56.4 38.8 47.6 28.8 40.0 23.0

Overall 
total

13.0 46.7 37.6 30.5

Current 
smoking

Boys Girls Boys Girls Boys Girls Boys Girls

≤13   26.8(27.3) 15.7(23.9) 18.9(8.1) 5.3(7.3) 15.2(7.3) 9.0(18.6)

14   16.6(17.6) 17.9(9.3) 18.9(12.7) 10.3(11.2) 21.5(9.7) 15.7(9.0)

15 4.1 2.4 21.3(15.0) 16.5(11.8) 23.4(18.0) 13.6(15.0) 27.6(9.2) 17.0(7.7)

16 10.2 3.2 31.0(16.0) 20.1(12.3) 24.9(12.3) 13.2(11.1) 30.4(10.4) 19.2(7.9)

17 14.6 5.0 38.2(24.1) 17.3(22.7) 36.3(17.7) 11.7(16.3) 33.0(10.8) 14.9(8.4)

18 20.0 9.2   34.2(18.4) 13.6(18.2) 38.2(13.9) 12.2(13.0)

19 22.4 9.5     33.5(13.1) 9.4(13.2)

Total 14.0 5.7 28.8(19.9) 17.5(15.0) 26.8(15.9) 11.5(13.1) 29.0(10.8) 14.9(10.5)

Overall 
total

10.5 23.0(18.2) 18.5(14.5) 21.1(10.5)

Daily use** Boys Girls Boys Girls Boys Girls Boys Girls

≤13   11.3 7.9 6.2 1.1 3.2 1.4

14   6.7 5.0 6.0 1.5 4.3 2.6

15 2.8 1.6 6.4 6.6 8.2 3.6 7.5 4.8

16 8.9 2.7 13.7 13.0 7.3 3.5 10.7 6.0

17 10.3 2.8 25.2 10.2 13.7 2.5 11.9 3.6

18 17.0 8.5   14.0 3.3 18.8 3.6

(continued )
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Table 1.3: Adult tobacco use status (more harmful) by age and sex

1998 DHS 2003 DHS (2003 WHS) 2004 HSRC Educators

Daily smoking Daily smoking Daily smoking

Ever used Men Women Men Women Men Women

15–24 20 4.7 20.5 6.7   

25–34 45.1 6.5 37.3 5.5 17.1 3.1

35–44 51.1 14.6 41.3 12.5 19.5 3.3

45–54 44.3 15.3 41.3 12.2 19.7 5.7

55–64 39.8 9.3 31.1 12.6 21.3 5.1

65+ 35.4 6.6 25.3 6.1   

Total 42.0 11.0 31.7(22.2) 9.0(7.0) 18.8 4.0

Overall 
total

26.2 19.8(14.6) 8.5

Source: Peltzer (2008)

alcohol use has been about 30% (40% among men and 16% among women), which is lower 
than the levels reported for other developing countries, e.g. Namibia (men 61%, women 
47%), Mexico (men 77%, women 44%) and Thailand (men 77%, women 46%) (Room et 
al, 2002).

The 2008 SABSSM III rates show a slight increase compared with SABSSM II, 2005, with 
24.5% overall, and 39.2% for men and 15.7% for women. However, these levels were about 
the same in the DHS of 1998, with 28% overall; 44.6% and 16.9% current drinkers among 
men and women, respectively.

Binge drinking among youth (15–24 years) increased slightly, from 29% of current 
drinkers in 1998 (DHS) to 31% of current drinkers in 2005 (SABSSM II). Among adults, 

1998 DHS 
(15–19 yrs;  
N=2 249)

1999 GYTS (13–17 
yrs; N=6 045)

2002 GYTS (13–18 
yrs; N=8 935)

2002 YRBS (13–19 
yrs; N=10 699)

Tobacco 
products

Cigarettes (other 
tobacco products)

Cigarettes (other 
tobacco products)

Cigarettes (other 
tobacco products)

Daily use** Boys Girls Boys Girls Boys Girls Boys Girls

19 17.4 6.9     12.3 1.2

Total 16.8 4.4 15.1 8.7 9.5 2.7 10.0 3.7

Overall 
total

10.6 10.1 5.8 6.5    

*Among those with a history of having smoked
**20 or more in past month
Source: Table adapted from Peltzer (2008).

Table 1.2: Adolescent tobacco use status (more harmful) by age and sex (continued)
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binge drinking was relatively high: 32.4% for women in 1998 (DHS), compared to 
20.6% among female current drinkers in the 2005 survey. The SABSSM III study found 
that overall 9.6% of South Africans (17.1% among men and 3.8% among women)  
engaged in past-month binge drinking (Peltzer et al, submitted). These rates also show a 
slight increase compared with SABSSM II, with 7.4% overall, and 14.3% in men and 3.2% 
in women (Peltzer & Ramlagan, 2009).

Among youth (15–24 years), problem drinking with the CAGE (Cut down, Annoyed, 
Guilty, Eye-opener) assessment measure (see Chapter 2 for more details) was 17% among 
men and 6% among women in 1998 (DHS). Hazardous or harmful drinking assessed with the 
AUDIT (Alcohol Use Disorder Identification Test) measure (see Chapter 3 for more details) 
was 10% among men and 2% among women in the same age group in 2005 (SABSSM II). 
Among adults, 17% were problem drinkers (assessed with the CAGE) in 1998, 6% (assessed 
with the AUDIT) in 2005 and 5% (assessed with the AUDIT) among a large representative 
sample of educators in 2004. Further, the 2008 SABSSM III study found that hazardous or 
harmful alcohol use was 9.0% (in men 17% and women 2.9%), which is a considerable 
increase from SABSSM II 2005, with an overall rate of 6.2%; in men 12.7% and women 
2.2% (Peltzer & Ramlagan, 2009). This is, however, still lower than in other developing 
countries: for example, in Tibet the overall figure is 16.2% (female 9.6%, male 31.6%) (Guo 
et al, 2008); in rural Vietnam it is 25.5% among men and 0.7% among women (Giang et al, 
2008); among 16–25-year-olds in Thailand, the figure for hazardous and harmful drinking 
is 24.3% (Jirapramukpitak et al, 2008). This is lower than in European Union countries, 

Table 1.4: Current (past month) alcohol use

1998 DHS* 2005 SABSSM II* 
(WHS 2003)

2008 SABSSM 
III**

2002 YRBS*

Men Women Men Women Men Women Men Women

Age         

15–19 25.3 14.7 17.2 8.4 21.5 9.4 38.5 26.6

20–24   42.0 14.6 41.2 12.9   

15–24 23.3 8.5 27.6 11.6     

25–34 51.7 15.6 45.2 13.9 47.6 20.5   

35–44 58.9 20.9 49.7 17.4 52.4 21.4   

45–54 60.0 23.4 53.2 22.5 49.5 20.0   

55–64 54.2 20.5 46.4 20.8 44.6 16.6   

65+ 45.7 20.3 34.9 14.4 34.6 11.6   

Total 44.6 16.9 39.2(41.3) 15.7(16.7) 41.5 17.1   

Overall 
total

28.0 24.5(29.9) 27.7 31.8

*Peltzer & Ramlagan, 2009
**Peltzer, Davids & Njuho (in print)
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where the comparable figure is 15% (Anderson et al, 2006), and similar to Sweden, where 
18% of men and 5% of women reported hazardous or harmful alcohol use (Bergman et al, 
2002).

In South Africa, higher binge drinking levels were found in urban than in rural 
areas among men (17% and 11%, respectively) and women (4% and 2%, respectively) 
in SABSSM II (2005) and in the WHS (12% and 9%, respectively). However, among 
current drinkers higher levels of binge drinking were found among rural than urban 
women in both DHS (1998) (39% and 29%, respectively) and SABSSM II (26% and 19%, 
respectively).

According to province, SABSSM II showed that the highest rates of binge drinkers 
among men were in the Western Cape (24%), followed by North West (20%), Gauteng 
(16%) and Free State (15%). According to racial group, SABSSM II showed that binge 
drinking among men was highest among coloureds (23%), followed by whites (16%), 
blacks (13%) and Indians or Asians (7%). However, among male current drinkers the 
highest levels of binge drinking were found among coloureds (41%) and blacks (41%), as 
opposed to whites (25%) and Indians or Asians (18%). Both the DHS 1998 and SABSSM II 
showed that lower levels of education were associated with higher levels of binge drinking 
among current drinkers. These findings are similar to that of the SABSSM III survey (Peltzer 
at al, submitted).

Cannabis use and abuse
South Africa is a major producer of cannabis (the world’s third largest), most of which 
is consumed in the southern African region, but at least some of which finds its way to 
Europe (UNODC, 2006). Cannabis is cultivated in South Africa, but is also imported from 
neighbouring countries (Swaziland, Lesotho, Mozambique, Zimbabwe), exported to some 
of the neighbouring countries (eg, Namibia) and Europe (mainly the Netherlands and the 
UK) and, of course, consumed in South Africa (Peltzer & Ramlagan, 2007). According to 
Parry and Bennets (1998), cannabis comes second to alcohol as the most extensively used 
drug in South Africa.

The school-based Youth Risk and Behaviour Survey (YRBS) conducted in 2002 in 
South Africa (Reddy et al, 2003) found that current (past month) use of cannabis was 
9% among students (see Table 1.5). Table 1.5 also shows that between 2005 and 2008, 
according to the SABSSM II and SABSSM III surveys, cannabis usage almost doubled in 
all categories.

Higher current cannabis use rates were found in urban (2.3%) than in rural (1.0%) areas 
in both SABSSM II and SABSSM III surveys. According to Peltzer et al (in press), among 
school students current cannabis use was highest in the provinces of Gauteng, Western 
Cape, Mpumalanga, Free State and Limpopo. The highest rates among adults were in 
Western Cape, Gauteng and North West. Among adolescents, current cannabis use was 
highest among Indians or Asians and coloureds, while among adults it was highest among 
coloureds and whites. Current cannabis use was especially low (about 0.2% or less) among 
women from black African and Indian/Asian backgrounds. Current cannabis use rates seem 
not to be related to any educational level.
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Table 1.5: Current cannabis use

2002 YRBS* 
(13–19 yrs;  
N=10 699)

2005 SABSSM II*  
(15 years and above;  

N=23 236)

2008 SABSSM III**  
(15 years and above;  

N=13 828)

Men Women Men Women Total Men Women Total

Age group

13–19 13.7 5.5       

9.1      

15–19 years   2.5 1.1 1.7 4.5 1.5 3.2

20 and above   4.4 0.3 1.7    

15 and above      6.1 1.2 3.3

Geotype

Urban   4.7 0.7 2.3 6.7 1.5 3.8

Rural   2.7 0.0 1.0 5.1 0.6 2.5

Province

Western Cape (WC) 17.0 6.7 6.8 1.5 3.6 11.7 2.0 6.7

Eastern Cape (EC) 11.3 2.7 2.5 0.2 1.0 4.2 1.0 2.4

Northern Cape (NC) 10.0 2.6 3.1 0.3 1.3 10.6 1.2 5.6

Free State (FS) 15.6 4.0 3.3 0.2 1.4 10.6 0.1 4.9

KwaZulu-Natal (KZN) 13.6 4.4 3.3 0.1 1.2 4.1 1.9 2.7

North West (NW) 11.1 5.0 4.3 0.0 1.7 6.8 0.1 3.1

Gauteng (GP) 18.3 6.2 5.5 0.8 2.9 4.2 1.6 2.8

Mpumalanga (MP) 14.1 7.7 2.1 0.3 1.1 5.6 0.5 2.7

Limpopo (LP) 10.2 8.7 2.0 0.0 0.7 5.6 0.1 2.5

Population group

Black African 13.4 5.3 3.5 0.1 1.4 5.5 0.8 2.8

Coloured 16.2 8.3 5.8 1.3 3.1 14.3 2.7 8.4

White 10.2 5.3 4.9 1.3 2.8 4.0 3.2 3.5

Indian/Asian 25.3 7.4 1.1 0.1 0.6 2.2 0.6 1.3

Education

No education 4.1 0.0 1.2 6.4 0.4 2.3

Gr 1–5 4.7 0.1 1.8 9.5 0.7 4.5

Gr 6–7 4.3 0.2 1.7 10.1 0.8 5.0

Gr 8–11 13.7 5.5 3.7 0.4 1.7 5.7 1.1 3.2

Gr 12 4.8 0.9 2.3 4.6 1.6 2.9

Higher 2.2 0.2 1.1 4.5 1.6 2.9

*Peltzer, Ramlagan, Johnson & Phaswana-Mafuya (in print)
**Peltzer & Ramlagan (in print)
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The range of current use of cannabis among adolescents is from 2% to 9% in three 
national samples (YRBS, SABSSM II and SABSSM III).

Treatment demand for cannabis abuse alone increased from 14% in 1999 to 17% in 2005 
of all treatment demand, while treatment for cannabis mixed with Mandrax has remained 
stable: 7% in 1999 and 7% in 2005 of treatment demand of all drugs (Peltzer & Ramlagan, 
2007). From 1999 to 2005, cannabis treatment demand has been consistently the highest in 
treatment centres in KwaZulu-Natal (see Figure 1.1) and cannabis and Mandrax treatment 
demand has been consistently the highest in treatment centres in the Eastern Cape. In South 
Africa, as in other countries, there has been an increase in the share of primary cannabis 
users in treatment populations since 2002: Denmark (27%), Greece (7%), Netherlands 
(17%) and UK (10%) (Peltzer & Ramlagan, 2007).

Other illicit drugs
Based on four national surveys among adolescents (see Table 1.6), lifetime illicit drug 
use was highest for over-the-counter or prescription drugs (16%), followed by inhalants  
(0.2–11.1%), cocaine (crack) (0.1–6.4%), Mandrax/sedatives (0.1–6.4%), club drugs (0.2–
5.8%) and opiates (11.5%). (The latter figure, from the 2002 YRBS, seems unreasonably 
high.) Past-three-month use appears to be well under 1% for most of these drugs in general 
population samples. Less than 0.3% of adult females reported past-three-month use of each 
non-cannabis drug. There were gender differences: more male than female adolescents took 
inhalants, Mandrax/sedatives, club drugs and cocaine (crack) (see Table 1.6).

Drug treatment demand
Drug treatment data provide information about those seeking help. The primary 
substance(s) of abuse at admission to most government-funded treatment centres (n=60) 
in 2006 in South Africa was alcohol (51.3%), cannabis (19.9%), methamphetamine (tik) 
(5.2%), crack/cocaine (7.8%), cannabis and Mandrax (2.6%), heroin/opiates (5.5%) 
and prescription and OTC (2.8%) (Peltzer et al, in print). Treatment admissions were 
concentrated in the most populated provinces: Gauteng (37.9%), Western Cape (32.3%), 
Eastern Cape (9.4%), Mpumalanga (6.1%) and KwaZulu-Natal (5.9%). Treatment demand 
was overrepresented for men (79.3%) as opposed to women (20.3%). Whites (38.7%) 
and coloureds (30.8%) were overrepresented, compared with blacks (27.4%) and Indian 
or Asians (3.0%). There has also been a steady increase in treatment demand for young 
people (below 20 or 22 years), who now constitute 26.7% of the treatment demand (see 
Table 1.7).

Overall, the number of treatment admissions has significantly increased over the 
past 10 years. The percentage of admissions for cannabis, heroin and methamphetamine 
increased between 1996 and 2005, while the admission percentages decreased for alcohol. 
Cannabis abuse alone increased from 14% in 1999 to 17% in 2005 of all treatment demand. 
The figure for cannabis mixed with Mandrax has remained stable from 7% in 1999 to 7% 
in 2005 (see Figure 1.2).

There has been an increase in demand for drug treatment by young persons under 
20 years of age. For example, from January 1997 to December 2001 treatment demand 
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Table 1.6:  Other illicit drugs status by age and gender among youths in South Africa

1994 HSRC* 2002 YRBS* 2005 SABSSM II* 2008 SABSSM 
III**

(10–21 yrs) (13–19 yrs) 15–19 yrs  
(20 above)

15–19 yrs  
(15 and 
above)

Black 
African 

Usage Ever used Ever used Past 3 months Past 3 months

Men Women Men Women

Inhalants (glue, 
petrol, paint thinner, 
etc.)

13.1 9.5 0.4 (0.2) 0.0 (0.0)

Total 11.1 0.2 (01) 0.8 (0.5)

Mandrax, sedatives 7.6 4.8 0.2 (0.6) 0.1 (0.1)

Total 1.9 6.0 0.1 (0.3) 0.7 (0.8)

Cocaine (crack) 7.3 5.6 0.2 (0.5) 0.0 (0.2)

Total 0.9 6.4 0.1 (0.3) 0.7 (0.6)

Opiates (heroin, 
morphine, Welconal, 
etc.)

11.8 11.3 0.0 (0.2) 0.0 (0.0)

Total 3.0 11.5 0.0 (0.1) 0.7 (0.5)

Club drugs/
amphetamine-type 
stimulants (speed, 
ecstasy, tik, etc.)

7.6 4.4 0.2 (0.4) 0.2 (0.1)

Total 2.0 5.8 0.2 (0.2) 0.8 (0.7)

Hallucinogens (LSD, 
etc.)

0.0 (0.3) 0.2 (0.0)

Total 1.9 0.1 (0.1) 0.7 (0.5)

Over-the-counter or 
prescription drugs

16.4 14.8

Total 15.5

*Peltzer, Ramlagan, Johnson & Phaswana-Mafuya (in print)
**Peltzer & Ramlagan (submitted)

for heroin-related problems increased from 2.1% to 9.1%, and ranged between 0.0% and 
14.3% of the total number of adolescents in substance abuse treatment in Gauteng, Cape 
Town and Durban, respectively (Parry et al, 2004). In Cape Town, the proportion of black 
African patients having cocaine as a primary drug of abuse has been consistently low (under 
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Table 1.7:  Treatment demand by province and by gender, race, age and primary drug of abuse, 

as percentage (2006)

IN-/
OUTPATIENTS

EC KZN WC GP MP LP FS NC NW TOTAL

Number 1 395 1 428 5 458 6 414 1 040 74 544 342 291 16 986

Male 84.0 84.5 74.5 80.5 83.5 78 81.5 84.5 77.5 80.9

Black African 35.5 39 6.5 35 50.5 46 33.5 30 28 33.8

Coloured 32.5 10.5 68 10 4 4 13 55.5 4 22.4

White 29.25 25.5 24 52 22.5 50 52.5 12.5 67.5 37.3

Indian/Asian 2.75 25 1 3 23 0 <1 1.5 1 6.4

<20 *<22 17 25 27 23 18.5 26* 20.5* 40* 11* 23.1

20–34 #22–35 44.7 35.5 46.5 38 42 24# 33# 27# 37.5# 36.5

35–49 29.0 29.5 21 27.5 29 0 19 10.5 18 20.4

50–64 **50+ 7.0 10** 6 10.5 9.5 45 9 5 10 12.4

65+ <1 0 1 <1 <1 5 <1 1 3 1.1

Alcohol 46.5 43 28 48 51 57 61 57.5 69.5 51.3

Cannabis 18.3 26 9 21 29.5 23 22 22 8.5 19.9

Cannabis/Mandrax 5.75 2 3 2 <1 0 1.5 5 4 2.6

Crack/cocaine 15.3 11.5 4.5 11 6 1 8.5 1.5 10.5 7.8

Heroin/opiates 3.8 5 12 9 10 3 2 2 3 5.5

Prescription/OTC 2.5 7 1.5 3 2 3 4 1 1.5 2.8

Methamphetamine 2.5 0 39.5 <1 0 0 0.2 0.5 4.5 5.2

EC to MP Jan–Dec 2006 (Source: SACENDU); FS to NC Apr–Sept 2006 (Source: SANCA) and  
July–Dec 2006 (Source: SACENDU); Italic data July–Dec 2006 (Source: SACENDU); * <22 years old;  
# 22–35 years old; ** 50+ years old
Source: Peltzer, Ramlagan, Johnson & Phaswana-Mafuya (in print)

Figure 1.1: Percentage of all treatment demand for cannabis as primary drug

Source: SACENDU
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7%), whereas there has been an increase in the proportion of cocaine patients who are 
coloured, from 3.6% in 1997 to 31.1% in 2006. The latter has resulted from a decline in 
the proportion of cocaine patients who are white (Parry, Plüddemann & Myers, 2007). 
In Gauteng, between 1999 and 2006 roughly 60% or more patients having cocaine as a 
primary drug of abuse were white. The proportion of patients treated for a cocaine-related 
problem who were black African in Gauteng increased significantly from 4.8% in the second 
half of 1999 to 12.5% in the second half of 2006. Parry et al (2007) also conducted a 
Cochrane-Armitage trend test with SACENDU data from 1997 to 2006, and found that the 
proportion of patients in Gauteng, Cape Town and the Eastern Cape reporting cocaine as 
their primary drug of abuse, relative to other substances, increased significantly in all sites 
over time. Similarly, there was a significant increase in the proportion of cocaine patients 
who were coloured, from 8.8% to 18.7% (Parry et al, 2007). In Gauteng, between 1998 
and 2003 consistently almost 90% of heroin patients were white, and in Cape Town the 
corresponding percentage was about 80%; the range for blacks was 0–7% in Gauteng and 
0–6% in Cape Town, and for coloureds was 0–2% in Gauteng and 2–32% in Cape Town 
(Parry, Plüddemann & Myers, 2005).

Conclusion
It is encouraging to state that overall tobacco use seems to be on the decline, probably due 
to policy and pricing (taxation) of tobacco products. Peltzer (2008) quotes Van Walbeek 
(2005) in showing that the rapid increase in excise taxes raised the real (inflation-adjusted) 
price of cigarettes by 115% between 1993 and 2003, in turn decreasing the aggregate 
consumption of cigarettes by about a third. Legislation such as the banning of tobacco 
advertising and sponsorship, and the prohibition of smoking in public places, is also 

Figure 1.2: Percentage of all treatment demand for illicit primary drugs in South Africa*

*SACENDU and SANCA (2000–2005 SACENDU: five provinces; 2006 SACENDU & SANCA: all nine 
provinces)

Source: Peltzer, Ramlagan, Johnson & Phaswana-Mafuya (in print)
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believed to have decreased tobacco consumption. Although all this is very good news, 
at the current prevalence rates tobacco’s addition to South Africa’s burden of disease will 
still be high.

The proportion of the population consuming alcohol in South Africa is low compared 
to other countries. However, many of those who drink appear to engage in risky drinking 
regularly, so that South Africa has one of the highest rates of alcohol use disorders in the 
world (Kessler et al, 2007). Over the years, the lifetime and current consumption trends 
seem to remain stable. However, there is also evidence of increased alcohol use in younger 
cohorts (see also Chapter 13), as well as increases in binge drinking. The use of alcohol 
and substances by pregnant women, and the consequent high prevalence of fetal alcohol 
syndrome, is particularly worrying (see Chapters 3 and 4). Thus there is a need to develop 
and implement a comprehensive strategy to curb the misuse of alcohol in South Africa 
(Parry et al, 2005) (see also Chapter 19).

Cannabis is the most common illicit substance used in South Africa, in keeping with 
world trends, with use being particularly high among the youth. Available data seem 
to point to cannabis use increasing, especially if one looks at the treatment-demand 
data. Cannabis is readily available and cheap to acquire. Increasing cannabis usage also 
increases its burden of disease. Similarly, the increase in methamphetamine usage has 
been accompanied by a particular increase in psychotic illness presenting for care. Such 
increases in treatment demand have implications for the already burdened healthcare 
system and specialist treatment facilities (see Chapter 18 for more on the treatment gap 
in South Africa).

The prevalence rates of illicit drug use in South Africa are moderately high; they are 
lower than those in some other countries such as the United States and Australia, but higher 
than in many other countries (Degenhard et al, 2010). Two optimistic findings are worthy 
of special mention. First, South Africa’s largest population, black Africans, appear to have 
among the lowest prevalence rates of illegal drugs other than cannabis. Even for cannabis, 
however, prevalence rates of use among blacks are lower than among whites and coloureds. 
Second, the self-reported use of every illegal drug in epidemiological surveys cited above 
appears to be lower and often substantially lower (often by half) than the prevalence rates 
reported in comparable population surveys in the United States and Australia. Of increasing 
concern, however, is that the age of initiation for drug use appears to be decreasing (see also 
Chapter 13). It is notable that, in South Africa, cannabis may quite often be used even before 
tobacco or alcohol (Degenhardt et al, 2010).

Despite all the data reviewed above, much additional information is needed to monitor 
the long-range trends more systematically, and especially to provide improved data at the 
local level. A problem with South African studies is that they use different methodologies, 
different sampling frames and take place over different periods, but, according to Saloojee 
(2006), when looked at as a whole, they do provide useful information regarding trends. 
What is required is a dedicated national household survey on substance use and health 
(including treatment need) for persons 12 years and above. This survey should occur every 
three years, to monitor substance use trends in South Africa.
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2  The clinical presentation of  substance-
related disorders in South Africa

Don Wilson, Henk Temmingh and Allanah Wilson

The substance-related disorders cover a wide variety of disorders, ranging from intoxication 
to dependence to psychosis – all as a result of using drugs of abuse or alcohol, or as the side 
effects of prescribed medication or the exposure to toxins.

Substances (drug of abuse, medication or toxin) can be divided, for convenience 
and because of similar clinical and pharmacological action, into three major classes: 
depressants (represented by alcohol, opiates and sedative/hypnotics and anxiolytics);  
stimulants (represented by cocaine, methamphetamine, amphetamine and similarly acting 
sympathomimetics); and hallucinogens (represented by LSD, PCP and mescaline). In this 
chapter we will also cover cannabis/marijuana. However, nicotine and inhalants (eg, glue, paint 
thinners and petrol) – intentionally inhaled volatile substances used to become intoxicated 
but frequently resulting in cognitive and mood disturbances – will not be discussed.

No class is absolute or agreed to by all, so cannabis, for example, could be placed 
among the hallucinogens or in a class of its own with hashish. Phencyclidine can be 
classified either with the hallucinogens or the stimulants, whereas methamphetamine 
can be classified with the stimulants or, in some classificatory systems, in the so-called 
designer-drug category.

South Africa follows worldwide trends in having alcohol as its major substance that is 
misused, with up to 6% of the population being classified as heavy drinkers (five or more 
drinks on the same day on at least five of the past 30 days), with quite large variations in 
sections of the population. Parry estimates that roughly one in four adult males and one in 10 
adult females in South Africa experience symptoms of alcohol abuse (Parry, 2005). Alcohol is 
the most widely used psychoactive substance, followed by nicotine, with 43% of patients in 
specialist substance abuse treatment centres in South Africa reporting alcohol as the primary 
substance of abuse, and over half of patients having alcohol as a primary or secondary drug 
of abuse (SACENDU, 2006). However, it has been recognised that individuals with alcohol 
problems are very likely to be using other substances as well, and therefore polydrug or 
polysubstance abuse or dependence should be considered in all substance users.

Substance users present to clinics via various routes, with the most common of these 
being pressure by families and friends, because of work-related absenteeism, via legal and 
financial sources (for non-payment of bills and maintenance), by the medical route (accident 
emergency services or general practitioners) and as self-referrers. For medical practitioners, 
the taking of a substance-use history should be mandatory in all patient contacts.

In the DSM-IV-TR classification, the Substance-Related Disorders are divided into  
two groups: the Substance Use Disorders, namely, Abuse and Dependence; and the 
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Substance-Induced Disorders (American Psychiatric Association, 2005), under which the 
following will be discussed:
■ Intoxication (with or without delirium)
■ Withdrawal (with or without delirium)
■ Dementia
■ Amnestic disorder
■ Psychotic disorders
■ Mood disorders
■ Anxiety disorders.

Substance abuse, dependence and addiction
Substance abuse (as it is referred to in the DSM-IV) or harmful use (as referred to in the 
ICD-10) consists of the presence of behaviour while under the influence of a substance 
that results in demonstrable adverse social, occupational, psychological, legal or physical 
consequences to the person involved (see Table 2.1 for ICD-10 Diagnostic Research Criteria). 
The ICD-10 differs from the DSM-IV in that abuse is termed ‘harmful use’ and the criteria 
are less specific than the DSM-IV-TR criteria. ICD-10 requires symptoms to be present for 
at least one month or repeatedly within a 12-month period. The DSM-IV-TR specifies four 
different criteria associated with persistent use of the substance. These criteria include: 
■  A failure to fulfil social and occupational role responsibilities 
■  Using substances in circumstances that are physically hazardous, such as driving under 

the influence 
■ Negative consequences in interpersonal relationships 
■ Frequently in trouble with the law as a result of substance use. 

The DSM-IV requires at least one out of four criteria to be present during any period in 12 
months and that symptoms should lead to significant impairment and distress (American 
Psychiatric Association, 2005; World Health Organization, 1992).

Substance dependence is a syndrome characterised by compulsive use of the substance 
and loss of control over substance-using behaviour. It can be accompanied by the 
phenomenon of tolerance to the effects of the substance and substance-specific withdrawal 
syndromes. Tolerance is characterised by the need for increased amounts of the substance 
to achieve the same desired effect, or by the same dose not resulting in the desired effects. 
Withdrawal is constituted by a characteristic cluster of symptoms on cessation or reduction 
of the substance. If either tolerance or withdrawal are present, ICD-10 and DSM-IV allow 
the subtype specification of physiological (DSM-IV) or physical dependence (ICD-10) to be 
noted. Substance-dependent individuals also spend increasing durations of time engaging 
in substance-taking behaviour and may give up other activities previously enjoyed in order 
to use the substance. Substance use continues compulsively despite adverse consequences 
to the person’s psychological or physical health. Table 2.1 contains the ICD-10 criteria for 
harmful use and dependence.

The term ‘addiction’ is often used interchangeably with substance dependence. 
Addiction can be defined as a chronic relapsing medical disorder characterised by loss of 
control over substance intake, and compulsive drug use associated with the development of  
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Table 2.1: ICD-10 criteria for harmful use and dependence

Harmful use:

Mental or physical harm that may be associated with impaired judgment clearly caused by 
use of a substance within a 12-month period.

■   There must be clear evidence that the substance use was responsible for (or 
substantially contributed to) physical or psychological harm, including impaired 
judgment or dysfunctional behaviour.

■   The nature of the harm should be clearly identifiable (and specified).

■    The pattern of use has persisted for at least 1 month or has occurred repeatedly within a 
12-month period.

■    The disorder does not meet criteria for any other mental or behavioural disorder related 
to the same drug in the same time period (except for acute intoxication).

Dependence syndrome:

Three or more of the following manifestations should have occurred together for at least 
one month or, if persisting for periods of less than one month, should have occurred 
repeatedly within a 12-month period:
1)  A strong desire or sense of compulsion to take the substance
2)  Impaired capacity to control substance-taking behaviour in terms of its onset, 

termination or levels of use, as evidenced by the substance being often taken in larger 
amounts over a longer period than intended, or by a persistent desire or unsuccessful 
efforts to reduce or control substance use

3)  A physiological withdrawal state when substance use is reduced or ceased, as evidenced 
by the characteristic withdrawal syndrome for the substance or by use of the same 
(or closely related) substance with the intention of relieving or avoiding withdrawal 
symptoms

4)  Evidence of tolerance to the effects of the substance, such as that there is a need for 
significantly increased amounts of the substance to achieve intoxication or the desired 
effect, or a markedly diminished effect with continued use of the same amount of the 
substance

5)  Preoccupation with substance use, as manifested by important alternative pleasures or 
interests being given up or reduced because of substance use; or a great deal of time 
spent in activities necessary to obtain, take or recover from the effects of the substance

6)  Persistent use of substance despite clear evidence of harmful consequences, as 
evidenced by continued use when the individual is actually aware, or may be expected 
to be aware, of the nature and extent of harm.

Source: World Health Organization, 1992

neuro-adaptations that result in the presence of negative affective states when the substance 
is withdrawn (Koob, 2009).

Instruments used in screening and diagnosis
Several screening tools exist to aid the identification of early-stage, problem alcohol and 
drug use. The primary aim of most screening instruments is not to establish a diagnosis 
but merely to identify problem drug-use behaviours, which may include clinically relevant 
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disorders or merely at-risk behaviours that have the potential of developing into clinical 
disorders. Within the clinical context, time constraints often limit the use of some of these 
tools, and consequently not all of them are suitable for routine clinical use. The Alcohol 
Use Disorders Identification Test, or AUDIT (Saunders et al, 1993), is a brief (two-to-three-
minute) 10-item screening tool of particular use in primary care, general practice settings 
(see Table 2.2). It includes both a self-report and clinician-administered version that rate 
items relating to different aspects of drinking patterns, harmful use and dependency on a 
four-point Likert-type scale (‘never’ to ‘daily’ or ‘almost daily’). A total score of more than 8 
on this scale is indicative of alcohol-related problems that call for further in-depth diagnostic 
interviewing. Lower cut-off scores than 8 are suggested for female populations. This 
instrument has demonstrated good sensitivities, varying from 0.76 to 0.92 and specificities 
from 0.70 to 0.92 in various populations, including psychiatric patients with severe mental 
illness and primary care patients (Reinert & Allen, 2002). This instrument has also been 
translated into Xhosa (Smit et al, 2006).

The Drug Use Disorders Identification Test, or DUDIT, is a similarly useful 10-item 
screening tool derived from the AUDIT to screen for substance (other than alcohol) abuse 
and dependence (Berman et al, 2005).

The Michigan Alcoholism Screening Test, or MAST (Selzer, 1971), is a slightly more 
comprehensive instrument that, in addition to current alcohol use, also assesses use over the 
subject’s entire lifetime. This self-report screening instrument consists of 25 yes or no items and 
is available in two shorter 13- and 10-item versions. It is suitable for a variety of clinical and non-
clinical settings. In addition to assessing alcohol use, it also enquires about a number of related 
consequences of alcohol abuse, such as medical, psychological, psychiatric, social, interpersonal 
and occupational complications. Despite its strength as regards comprehensiveness, it is less 
likely to be suitable in busy, time-pressured clinical settings.

The Drug Abuse Screening Test, or DAST (Skinner, 1982), is a self-report instrument 
based on the MAST but specific to illicit drug use. Similar to the MAST, it assesses the 
presence of a variety of social, occupational, interpersonal and medical consequences 
relating to illicit non-medical drug use.

A brief and clinically useful tool to identify alcohol-related disorders is the CAGE 
questionnaire (Ewing, 1984). This instrument is widely used in clinical settings in the South 
African context. This very brief instrument takes less than one minute to complete and 
consists of four brief questions as contained in the acronym ‘CAGE’:
■ Cut down – refers to the need to cut down or decrease drinking
■ Annoyed – refers to feeling annoyed at criticism from others about drinking too much
■ Guilt – refers to feeling bad or guilty about drinking
■ Eye-opener – refers to the need to have a drink first thing in the morning.

The total score of the test is out of 4. A cut-off of 1 out of 4 has a high sensitivity, varying from 
0.86 to 0.90, but lower specificity (and hence a higher false positive rate), ranging from as low 
as 0.52 to 0.53, to detect alcohol-use disorders of clinical threshold (abuse and dependence 
as identified by DSM or ICD-10 criteria). Consequently, some have recommended that a  
cut-off of ≥2 be used to identify abuse or dependence, as a result of the higher specificity 
and hence lower false positive rate of higher cut-offs. Clinicians also need to be aware of its 
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Table 2.2: Alcohol Use Disorders Identification Test (AUDIT)

Please circle the answer that is correct for you

1.  How often do you have a drink containing 
alcohol?

(0) Never
(1) Monthly or less
(2) 4 times a month
(3) 2–3 times a week
(4) 4 or more times a week

2.  How many standard drinks containing 
alcohol do you have on a standard day 
when drinking?

(0) 1 or 2
(1) 3 or 4
(2) 5 or 6
(3) 7 to 9
(4) 10 or more

3.  How often do you have six or more drinks 
on one occasion?

(0) Never
(1) Less than monthly
(2) Monthly
(3) Weekly
(4) Daily or almost daily

4.  During the past year, how often have 
you found that you were not able to stop 
drinking once you had started?

(0) Never
(1) Less than monthly
(2) Monthly
(3) Weekly
(4) Daily or almost daily

5.  During the past year, how often have you 
failed to do what was normally expected 
of you because of drinking?

(0) Never
(1) Less than monthly
(2) Monthly
(3) Weekly
(4) Daily or almost daily

6.  During the past year, how often have 
you needed a drink in the morning to 
get yourself going after a heavy drinking 
session?

(0) Never
(1) Less than monthly
(2) Monthly
(3) Weekly
(4) Daily or almost daily

7.  During the past year, how often have you 
had a feeling of guilt or remorse after 
drinking?

(0) Never
(1) Less than monthly
(2) Monthly
(3) Weekly
(4) Daily or almost daily

8.  During the past year, have you been 
unable to remember what happened 
the night before because you had been 
drinking?

(0) Never
(1) Less than monthly
(2) Monthly
(3) Weekly
(4) Daily or almost daily

9.  Have you or someone else been injured as 
a result of your drinking?

(0) No
(2) Yes, but not in past year
(4) Yes, during the past year

10.  Has a relative or friend, doctor or other 
health care worker been concerned 
about your drinking and suggested you 
cut down?

(0) No
(2) Yes, but not in past year
(4) Yes, during the past year

Note: A total score of 8 or more is associated with harmful or hazardous drinking, and a score of 13 or more in 
women, and 15 or more in men, is likely to indicate dependence.
Source: Saunders, Aasland, Babor et al, 1993
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limitations in certain populations, as studies have shown it to be a less accurate instrument 
in white women, pregnant women and college students who tend to binge drink (Dhalla & 
Kopec, 2007).

In addition to non-structured clinical diagnostic classification systems, such as the ICD-10 
and DSM-IV, more structured instruments exist to aid in the diagnosis of substance abuse 
and dependence. The Structured Clinical Interview for DSM-IV, or SCID-I (First et al, 1994), 
is a semi-structured clinical interview designed to generate categorical diagnoses based on 
DSM-IV diagnostic criteria. To conduct this interview successfully, formal training is required; 
experience and background in clinical work is advantageous, although not essential.

The Mini International Neuropsychiatric Interview, or MINI (Sheehan et al, 1998) is a 
briefer diagnostic instrument in comparison to the SCID-I, and one that generates a wide 
variety of diagnoses, including substance- and alcohol-use disorder categories. The MINI is 
available in a variety of languages, including English and Afrikaans, and takes approximately 
15–20 minutes to complete.

The MINI questions are structured to be delivered verbatim and have a yes/no outcome. 
This instrument has been designed to maximise sensitivity, introducing the possibility of 
false positives and therefore necessitating more in-depth probing by clinicians in cases 
where positive predictive values need to be maximised (the likelihood that a positive screen 
represents a true positive).

The most widely used scale in the measurement of addiction severity within addiction 
treatment settings is the Addiction Severity Index, or ASI (McLellan et al, 1992). This 
multidimensional instrument measures the consequences of drug use across seven domains, 
including the assessment of drug and alcohol use, medical consequences, psychiatric 
complications, impacts on employment and support, family history, family and social 
support and legal status. This scale requires training to administer, and takes 40–60 minutes 
to complete. Severity can be calculated by calculating composite scores or by means of a 
clinician-rated severity scale for each measured domain. It can be used to track treatment 
progress over time. Its limitations include low test/retest reliability in some populations, 
such as in dual-disorder, severely mentally ill and homeless individuals, and lower inter-
rater reliabilities among interviewers with less training. The calculation of composite scores, 
as opposed to clinician-rated severity scales, has been recommended in follow-up studies 
(McLellan et al, 2008; Mäkelä, 2004).

Differentiation of primary versus secondary mental disorders
In the South African context, high rates of co-occurring substance use disorders characterise 
populations with severe mental illness, with prevalence rates often in excess of 50% (Weich & 
Pienaar, 2009). When comorbidity is present, this is likely to require integrated treatment 
approaches in order to achieve improved outcomes (Horsfall et al, 2009). In addition, 
comorbidity introduces the problem of differentiating substance-induced syndromes from 
primary mental disorders.

Depending on the background and needs of healthcare professionals involved in 
the treatment of mental disorders that co-occur with substance use disorders, various 
standpoints can be delineated in relation to the importance of questions relating to diagnosis 



The clinical presentation of substance-related disorders in South Africa

37

and aetiology. Thus clinicians, scientific researchers, treatment researchers, epidemiologists, 
medical insurance companies and policy-makers have differing needs in relation to diagnostic 
classification systems such as the DSM-IV and ICD-10 (Hasin et al, 2007). Despite differing 
views, needs and emphasis, common to all is the need to determine the bio-psychosocial 
determinants that aid the successful integrative treatments of mental disorders that co-occur 
with substance use.

Guidelines derived from the DSM-IV and related structured clinical instruments, such as 
the SCID-I, contain several pointers to aid in the differentiation of primary versus substance-
induced disorders. These guidelines rest on principles of causality, such as the specificity of 
the causative drug in causing particular syndromes, biological plausibility, discontinuation 
of symptoms on the removal of exposure and, perhaps most importantly, issues relating to 
the temporality of exposure and disease outcome. One pertinent criticism of the DSM-IV is 
that assumptions are made about causality despite its intention to describe disorders from an 
atheoretical point of view (Nunes & Rounsaville, 2007). Thus very few studies have clearly 
demonstrated, for example, that substance-induced psychosis is caused by any particular 
drug, although the DSM-IV makes the assumption that substance-induced psychosis is indeed 
‘induced’ or caused by a particular substance. This is opposed to the notion that drugs which 
‘induce’ disorders may in fact just represent a component risk factor within complex sufficient-
causality models for psychosis or indeed schizophrenia itself. Therefore it has been suggested 
that a more neutral position needs to be adopted regarding causality with less reliance on 
inductive reasoning for future classification systems, including the DSM-5. Nevertheless, it 
is important for longer-term treatment planning to obtain a degree of diagnostic certainty to 
minimise over- or under-exposure to psychotropic drugs treating mental disorders.

The Psychiatric Research Instrument for the Substance and Mental disorders, or PRISM 
(Caton et al, 2005; Hasin et al, 1996), is a tool that has been designed specifically to differentiate 
between primary and substance-induced mental disorders. This instrument contains more 
explicit and rigorous operationalised diagnostic rules and definitions describing substance-
induced disorders and primary mental disorders. In addition, it stipulates more specific and 
explicit rules regarding the temporal relationships between the onset of mental symptoms 
and the onset of substance use and substance use disorders. After data collection, diagnoses 
can also be generated using computer algorithm programs to minimise bias. One study in 
a Spanish population, utilising longitudinal observation, expert diagnosis and all available 
data or LEAD criteria as the gold standard, has demonstrated that diagnoses generated by the 
PRISM are more reliable and valid than SCID-generated diagnoses (Torrens et al, 2004).

Within the clinical setting, it is advisable to conduct repeated clinical assessments over 
time in order to establish an accurate diagnosis. This is particularly the case in the acute 
inpatient setting where the co-occurrence of significant substance use and severe mental 
symptoms can often lead to lack of clarity on diagnosis due to a variety of reasons. The 
initial diagnosis of a patient presenting with a significant substance-related disorder should 
be conservative, and over-diagnosis of a primary mental disorder should be avoided. At the 
same time, clinicians must use their clinical judgment as to the need for medications such as 
antipsychotics and antidepressants, and under-treatment should also be avoided. Treatment 
with antipsychotics may, however, need to be tapered sooner in cases where clinicians 
gain more certainty that a mental disorder was indeed substance-induced. In many cases, 
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Table 2.3: Diagnostic guidelines and controversies in the differentiation of primary 
versus substance-related disorders

PRIMARY VERSUS SUBSTANCE-INDUCED MENTAL DISORDERS

   Diagnostic guidelines  Problems, caveats and controversies

 1.  Primary disorders have their onset prior 
to significant substance use, abuse and 
dependence

 1.  Primary disorder can still develop on a 
baseline of chronic steady use

 2.  Substance-induced disorders should 
include symptoms that are in excess of 
what would be expected from  
intoxication or withdrawal.ICD-10 but 
not DSM-IV requires psychotic symptoms 
to meet full base disorder criteria (for 
schizophrenia or major depression)

 2.  What constitutes symptoms in excess? 
Are full syndromal criteria necessary 
for substance-induced disorders, or can 
sub-syndromal symptoms suffice (DSM-IV, 
i.e. depression without full MDE criteria; 
delusions in the absence of hallucinations 
or thought disorder)?

 3.  ‘Substance-induced’ refers to a state of 
disorder that is beyond that expected 
from intoxication or withdrawal

 3.  Assumptions of causality (disorders are 
induced by substances) in absence of 
clear empirical evidence base. Suggestion 
to term conditions ‘substance-related’ or 
‘-associated’ rather than ‘induced’

 4.  Substance-induced psychosis in ICD-10: 
symptoms continue beyond 48 hours of last 
use, have onset within two weeks of use 
and not continue longer than six months

 4.  Protracted withdrawal syndromes can be 
present in certain substances with longer  
half-life beyond 48 hours or even longer 
than one month

 5.  DSM-IV. Symptoms that persist beyond 
about one month (to six weeks) of 
abstinence should be considered primary

 5.  ICD-10 symptoms can be present for up 
to six months after start of abstinence 
and can still be considered ‘substance-
induced’

 6.  Primary disorder needs to be considered 
if there is evidence from the history of an 
independent non-substance-related mental 
disorder, such as a recurrent mental disorder 
occurring during periods of minimal drug 
use or long periods of abstinence

 6.  Problems in retrospective assessment due 
to quality of information, recall limitations 
or bias, limits this as a measure of an 
independent mental disorder

Sources: Mathias et al, 2008; Saunders et al, 2007

the final diagnosis can only be made after several months of assessment, which includes a 
detailed assessment of chronology of symptoms, persistence of symptoms during periods of 
abstinence, various risk factors such as family history and changes in social and occupational 
functioning (Ross, 2008). Longitudinal Expert and All Data (LEAD) criteria should be the 
rule rather than the exception in setting a gold standard to determine diagnosis in mental 
disorders associated with substance use. Table 2.3 contains some diagnostic guidelines to 
aid in the distinction of primary versus substance-induced mental disorders as well as the 
problems, caveats and controversies surrounding some of these principles.
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Towards the DSM-5
At the time of writing, the DSM-5 task force and working group have made some 
suggestions as to the possible format of the DSM-5. This includes the reintroduction of 
the term ‘addiction’ to distinguish benign states of dependence on medications such as, 
for example, SSRI and beta blockers and associated withdrawal syndromes, in comparison 
to functionally impairing and dysfunctional dependency syndromes characteristic of drug 
addiction. The committee has made a recommendation that the DSM-5 should not contain 
the separate condition of abuse or dependence but that these be collapsed into a single 
disorder category named ‘substance use disorders’ containing 11 operationalised criteria. 
These criteria will essentially be a collapse of the existing DSM-IV abuse and dependence 
criteria. The proposed new criteria set excludes the requirement for recurrent substance-
related legal problems and includes an item formerly not part of the DSM-IV but part of the 
ICD-10 relating to craving for substances. The counting of criteria has been suggested to 
determine a threshold diagnosis which is then used to generate a moderately severe disorder 
category in the case of 2–3 out of 11 symptoms, and a severe category of 4 or more out of 11 
symptoms. Furthermore, an additional category for cannabis withdrawal will be considered 
for the DSM-5 following increasing epidemiological, clinical and neuroscientific evidence of 
the presence of such a syndrome (Kupfer & Regier, 2010).

The substance-induced disorders
The substance-induced disorders are covered here in broad strokes, with more specific 
details regarding clinical presentation of particular substances presented later. 

Delirium (due to intoxication or withdrawal)
■ Dementia
■ Amnestic disorder
■ Psychotic disorders
■ Mood disorders
■ Anxiety disorders
In these disorders, there should be evidence from history, collateral, physical examination or 
special investigations to show that specific substance/s were directly implicated aetiologically 
in the disorder (see Table 2.3). Intoxication or withdrawal can temporarily mimic some of 
these major psychiatric disorders, and so it is probably wise to delay making these diagnoses 
immediately.

Substance-induced delirium
This delirium is due to an intoxication (use of the substance in larger quantities or over 
longer periods) or due to withdrawal of the substance. This disorder develops over a short 
time and fluctuates over the course of the day.

The major features that are present include: 
■ Disturbance in the level of consciousness developing rapidly over hours or days, with a 

fluctuation and variability of severity over the course of the day. 
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■ Difficulty in focusing attention and in sustaining or shifting attention, and the 
individual is easily distracted. This can lead to difficulty in taking a history.

■ Cognitive changes, which involve poor recent memory, disorientation (mainly for time 
and place) and poor social judgment.

■ Speech and language and thought disturbances can manifest as rambling, to pressured 
and incoherent communication. The individual may become suspicious to frankly 
delusional.

■ Perceptual disturbances, with misinterpretations of the environment with illusions and 
hallucinations (commonly auditory and visual, but also olfactory and tactile).

■ Some associated features may be disturbance in the sleep-wake cycle, with agitation 
and restlessness mainly at night and daytime drowsiness. There can also be changes in 
psychomotor activity – frequently with increased activity to sluggishness or apathy. When 
the patient is overactive there is a concurrent increase in all the major manifestations.

■ Emotional or affective variability or instability, with the patient shifting through a variety 
of emotional states, from anxiety, anger, depression and irritability to euphoria and apathy.

Substance-induced (persistent) dementia
This dementia is described as persisting because it continues long after the patient has 
experienced the effects of an intoxication or withdrawal, and in some instances even after 
intake of the substance has been stopped (eg, alcohol). It usually has an insidious and slow 
progression, and usually manifests later in life. In many instances it is permanent, although 
in some substances there can be improvement (eg, benzodiazepines). This dementia can 
occur in association with the following substances: alcohol, inhalants, sedatives/hypnotics/
anxiolytics, and industrial solvents.

The disorder presents with multiple cognitive deficits, which include poor memory 
(typically, recent memory, and involving some difficulty recalling past events) and disturbances 
of executive functioning (planning and decision-making, organising, sequencing and 
abstractive thinking), as well as varying degrees of severity in one or more of the following: 
aphasia (speech becomes vague and empty); apraxia (difficulty in executing known motor 
activity, manifesting in difficulty dressing, tying shoelaces and other everyday routine motor 
activities); or agnosia (inability to recognise common objects). The severity is such that it 
causes impairment in personal, social or occupational functioning, and is usually noted by 
others as a decline in functioning.

As the disease progresses, there are disturbances in behaviour: sleep patterns are 
disturbed, and patients become lost, act aggressively, become emotionally labile, have 
impaired personal hygiene and injure themselves falling because of poor motor coordination. 
Patients can become deluded and hallucinated and accuse caregivers and family irrationally. 
Because of their frail health, they are liable to infections, and superimposed delirium is 
common.

Substance-induced amnestic disorders
These disorders are marked by an inability to learn new information and/or an inability 
to recall recent information or, in some individuals, past events. The extent of the 
deficit depends on the severity of brain damage. This diagnosis should not be made if 
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the individual is either in a delirium or demented. This deficit is best observed when 
requesting spontaneous recall of recent information. There is sometimes confabulation 
where memory gaps are filled by imaginary events, but this tends to diminish over time 
(here the importance of collateral is important). Individuals with amnesia are frequently 
unaware of their deficits and deny memory impairment, and if aware of some change 
appear unconcerned when confronted. Associated with this deficit can be a lack of drive 
and initiative and a suggestion of more subtle cognitive changes which are not sufficient 
to make a diagnosis of dementia.

The classic amnestic disorder is Korsakoff’s psychosis (see under alcohol-induced 
disorders).

Substance-induced psychotic disorders
These are diagnosed if there are prominent hallucinations and delusions, and should only occur 
in association with substance-induced intoxication or withdrawal states that are in excess of 
what one would expect and which would require attention in their own right. Once initiated, 
they can persist for weeks, but more commonly persist as long as substance use continues. By 
definition, this psychosis should settle once the effects of the substance have been withdrawn. 
However, with some substances, particularly methamphetamine, the psychotic features persist 
well beyond what the pharmacokinetics of the drug would suggest.

Alcohol-induced hallucinations are usually auditory and frequently persecutory in nature. 
Stimulants produce persecutory hallucinations, as well as tactile or somatic hallucinations 
of insects or bugs under the skin (formication), which can lead to scratching and skin 
excoriation, as well as perceptual distortions and misperceptions of the environment. 
Cannabis can also produce persecutory hallucinations and time distortion, as well as extreme 
anxiety and emotional lability.

The substance-induced psychoses should be differentiated from primary psychotic 
disorders (sometimes with immense difficulty) by taking into account the basics, namely, 
history, physical examination and special investigations demonstrating dependence or 
abuse, and then looking for features such as abrupt onset, a course which demonstrates 
a reduction of symptoms once the substance is stopped, atypical age of onset and other 
unusual factors – for example, prominent visual hallucinations, formication and major 
behavioural disturbances, disinhibition and aggression (see Table 2.3).

One must always consider that the presenting psychosis could be a primary psychosis 
precipitated by the use of substance. In South Africa there is associated substance use in 
many of our admissions to state hospitals, so substances are frequently a confounding factor 
in making a diagnosis.

Psychotic disorders can be associated with intoxication with the following substances: 
alcohol, amphetamines/cocaine and other stimulants, cannabis, hallucinogens 
(phencyclidine), inhalants, opioids and sedative/hypnotic/anxiolytics. Similarly they can 
occur on withdrawal from alcohol and sedative/hypnotic/anxiolytics.

Substance-induced mood and anxiety disorders
Substance-use disorders and mood and anxiety disorders are widespread among the general 
population, and have strong associations when considered on a lifetime basis. However, the 
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prevalence of substance-induced mood and anxiety disorders among a sample representing 
19.3 million US respondents with any current mood and anxiety disorders was less than 
1% (Grant et al, 2004).

Substance-induced mood and anxiety disorders are diagnosed if there are prominent and 
persistent disturbances of mood that are seen to be due to the direct effects of a substance. 
These mood disturbances can be either a depressed mood or diminished interest or pleasure, 
or hypomanic/manic response with elevated, expansive or irritable mood or mixed states, but 
do not have to meet the full DSM-IV criteria for these episodes for the diagnosis to be made. 
However, to be given a specific diagnosis and clinical attention, these mood disturbances 
should be in excess of what one would expect in an intoxicated or withdrawal state, they 
should occur during a period of substance use and they should not persist for more than 
four weeks after cessation of the substance.

Clinical features of specific substances
Depressants
Alcohol-induced disorders
The clinical consequences of an overuse of alcohol can be intoxication. This usually involves 
some disinhibition, with excitement and elevated mood, followed by drowsiness, sleepiness, 
irritability or depression. If, however, excessive quantities are consumed, the final outcome 
can be coma and even death (from respiratory depression or aspiration of vomit). All of the 
above are influenced by the quantity consumed, speed of drinking, percentage of alcohol 
per drink and whether or not the individual has eaten. In regular heavy drinkers, the effect 
may be less because of the tolerance, where alcohol metabolism is increased and the person 
also has learned to cope with larger quantities of alcohol and may appear sober despite high 
blood alcohol levels.

Blackouts (brief amnestic periods or events) are common among heavy drinkers and 
are often described as the ‘lost evening’ or ‘lost weekend’. It is suggested that this memory 
is state-bound, and when these individuals are next intoxicated they will be able to access 
these memories.

If an acutely intoxicated patient does arrive in a clinical setting, he or she requires 
reassurance and maintenance in a safe and monitored environment, with efforts to decrease 
external stimulation and provide orientation and reality testing. Adequate hydration and 
nutrition should be provided. Clinical assessment should be performed, with an emphasis 
on general medical and mental status, substance use history and any associated social 
problems. Patients presenting with signs of intoxication should also be assessed for the 
possibility of recent use of other substances that could complicate the clinical course. 
Patients with a history of prolonged or heavy drinking or a past history of withdrawal 
symptoms are at particular risk for medically complicated withdrawal syndromes, which 
may require hospitalisation.

Withdrawal
One of the core features defining alcoholism is withdrawal, which starts within 8 to 10 hours 
following the last drink and reaches its maximum within 24 to 48 hours. It can be defined 
on a continuum from mild to moderate to severe.
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The syndrome of mild to moderate alcohol withdrawal generally occurs within the first 
8–12 hours after cessation or reduction of heavy, prolonged ingestion of alcohol. It includes 
such signs and symptoms as gastrointestinal distress, tremulousness, anxiety, irritability, 
elevated blood pressure, tachycardia and sweatiness.

The syndrome of severe alcohol withdrawal (or delirium tremens) occurs within 24 to 
72 hours after cessation or reduction of heavy, prolonged ingestion of alcohol, and can last 
in some individuals up to 14 days. The syndrome includes the above signs and symptoms 
as well as clouding of consciousness, difficulty in sustaining attention, disorientation, grand 
mal seizures, hallucinations, behavioural disturbances, alcohol craving and fever.

This is a medical emergency, and all patients with severe alcohol withdrawal/delirium 
tremens should be admitted and managed and monitored carefully. Fewer than 5% of 
individuals with alcohol withdrawal develop severe symptoms, and fewer than 3% develop 
grand mal seizures (Institute of Medicine, 1990).

Those at risk for delirium tremens include those with previous history of delirium 
tremens, the elderly, those with poor nutrition and those with pre-existing brain injury.

Alcoholic withdrawal hallucinations usually occur in association with delirium 
tremens, but can occur without other signs of withdrawal. These usually begin within 
48 hours of stopping or reducing alcohol. The duration can be brief (from a few minutes 
to days). In some instances, hallucinations may remain as a chronic disorder (alcoholic 
hallucinosis). The hallucinations are mainly visual, auditory or mixed.

Alcohol-induced dementia is usually secondary to prolonged and persistent alcohol 
use in those with poor nutrition and consequent vitamin deficiency, particularly thiamine 
(vitamin B1). This dementia is often preceded by an untreated amnestic disorder originally 
described as Korsakoff’s psychosis, which entailed amnesia, characterised by anterograde and 
retrograde amnesia, disorientation, poor recall and impairment of recent memory, coupled 
with confabulation and ataxia. In more than half of the patients, elements of Korsakoff’s 
syndrome are permanent (Xiong & Daubert, 2009).

Alcohol-induced mood and anxiety disorders
Up to 80% of alcoholics complain of depressive symptoms at some time in their lives, and 
up to 30% have features which fulfil the criteria for a major depressive episode (Kessler et 
al, 1997). Are these substance-induced mood disorders (alcohol is a depressant drug and 
intoxication can be accompanied by short-term, sometimes severe depressive symptoms 
which can last up to 2–4 weeks after active drinking has ceased), or do they reflect 
an underlying medical problem (eg, liver or pancreatic disorder or the consequence 
of medication), or are they related to independent major depressive episodes? The 
symptoms are phenomenologically similar no matter what the cause. The importance 
of this relates to the correct future management of this mood disorder (Raimo &  
Schuckit, 1998).

Features of alcohol-induced mood disorders are as follows:
■ The rates of depression are high during intoxication in alcohol-dependent individuals, 

and resolve over a few weeks to a month in the majority of depressed alcoholics on 
abstinence. Perhaps deferring antidepressant treatment for at least four weeks after 
discontinuing drinking should be the recommended treatment.
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■ They do not have an increased family history of major depressive disorder, and major 
depressive disorders are not observed in higher rates in children of alcoholics.

■ Based on timeline interviews with alcoholics, prospective studies do not show much 
higher rates of independent major depressive disorders as compared to controls (Raimo &  
Schuckit, 1998).

Alcohol-induced medical disorders
Prospective studies show that alcoholics have higher rates of mortality and medical 
morbidity than matched controls (Klatsky et al, 1992). The most common causes of early 
death among people with alcoholic dependence are heart diseases. Although one to two 
drinks daily are cardio-protective, larger quantities are damaging, resulting in hypertension, 
increased triglycerides and low-density lipoprotein cholesterol and risk for deterioration 
of heart muscle, cardiomyopathy and ischaemic heart disease. After heart diseases comes 
cancer, related to the effects of heavy alcohol use on the immune system, and which leads 
to malignancies especially to the head and neck, oesophagus and stomach and also to the 
respiratory tract (most alcoholics are smokers). Cancer as a cause of death is followed by 
accidents and suicide. The many other medical consequences of substance dependence are 
as follows:
■ Chronic high-dose alcohol use can affect several different organ systems, including the 

gastrointestinal tract, the cardiovascular system and the central and peripheral nervous 
systems. Alcohol-induced gastrointestinal problems include gastritis, ulcers of the 
stomach or duodenum, and, in approximately 15% of heavy users, cirrhosis of the liver 
and pancreatitis.

■ Endocrine consequences of chronic alcohol use for men include decreases in serum 
testosterone, loss of facial hair, breast enlargement, decreased libido and impotence. 
Consequences for women include amenorrhoea, luteal phase dysfunction, anovulation, 
early menopause and hyperprolactinaemia.

■ Alcohol-induced peripheral myopathy with muscle weakness, atrophy, tenderness, 
and pain is accompanied by elevations in creatine phosphokinase levels and the 
presence of myoglobin in the urine. Severe cases can involve rapidly progressive muscle 
wasting.

■ Nervous system sequelae of chronic alcohol use are related to vitamin deficiencies, 
particularly deficiencies in thiamine and other B vitamins. They include peripheral 
neuropathies, cognitive deficits, severe memory impairment and degenerative changes 
in the cerebellum.

■ Cognitive abnormalities. In long-standing alcoholics, dementia with characteristic 
cognitive deficits can occur (as discussed above). However, one more commonly sees a 
subtle cognitive dysfunction that still may hamper a patient’s ability to comprehend or 
comply with a treatment plan. For such patients, active involvement of family members 
or other responsible parties should take place at the beginning of, and throughout, 
treatment. Initial placement in a more structured treatment setting may also be 
indicated to assess the impact of cognitive problems on the patient’s ability to comply 
with short- and long-term treatment. In patients who remain abstinent, reversal of 
alcohol-induced cognitive disturbance is often observed over time.
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■ Wernicke’s encephalopathy, which is characterised by ophthalmoplegia, ataxia and 
confusion. Ocular abnormalities include nystagmus, eye muscle palsies and pupillary 
abnormalities. The mortality rate for acute untreated Wernicke’s encephalopathy is 
15–20%. Recovery is incomplete in 40% of the cases.

■ Ataxia, which is most often due to cerebellar dysfunction.
■ Alcohol-related disorders may have adverse effects on the health of the pregnant 

woman, the course of the pregnancy, fetal development, early child development and 
parenting behaviour. The most well-established effect of in utero substance exposure is 
fetal alcohol syndrome. Reported effects of fetal alcohol syndrome in children exposed 
to high doses of alcohol in utero include low birth weight, poor coordination, hypotonia, 
neonatal irritability, retarded growth and development, craniofacial abnormalities 
(including microcephaly), cardiovascular deficits, mild to moderate retardation, 
childhood hyperactivity and impaired school performance.

Opioids
Opioid is the term used to describe the family of compounds related to opium. Opium is 
produced from the opium poppy Papaver somniferum. Morphine and codeine are examples of 
naturally occurring opioid alkaloids. Diacetylmorphine (heroin) is a semi-synthetic opioid, 
synthesised from morphine, whereas methadone, pethidine and dipipanone are examples 
of synthetic opioids (Ghodse, 2002).

Intoxication
Opioids bind to three main receptors in the central nervous system: mu (μ), delta (δ) and 
kappa (κ). Stimulation of all three receptors is thought to have an analgesic effect – hence 
the use of opioids as analgesics. Stimulation of the mu (μ) receptor is associated with 
euphoria and profound relief of anxiety; physical symptoms include cough suppression 
and the risk of respiratory depression, miosis (papillary constriction) and constipation. In 
contrast, stimulation of kappa (κ) receptors is often associated with sedation and dysphoria 
(Rastegar & Fingerhood, 2005; Stahl, 2008). There may also be cognitive impairment such 
as impaired attention, concentration and memory.

Heroin is preferred to morphine as a drug of abuse, as it has a more rapid and greater 
analgesic and euphoric effect and is less likely to cause unpleasant side effects such as 
nausea or constipation (Ghodse, 2000).

Tolerance develops to many, but not all, of the effects of opioids, so that increasing doses 
have to be taken to obtain the desired effect of analgesia or euphoria. However, tolerance 
does not usually develop to miosis and constipating effects.

Large doses of opioids may result in an overdose, and the risk of overdose is increased with 
the concurrent use of other CNS depressants such as alcohol and benzodiazepines. Opioid 
overdose can be recognised by depressed level of consciousness, decreased respiration (<8 
breaths per minute) and pin-point pupils.

Withdrawal
Heroin is an opioid with a short duration of action, and so symptoms of withdrawal have 
an earlier onset, shorter duration and greater intensity than a longer-acting drug such as 
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methadone. Withdrawal typically occurs within 12 hours of discontinuation of regular use 
(Rastegar & Fingerhood, 2005). Depending on the opioid used, the duration of use and the 
quantity of opioid consumed daily, as well as personal factors such as the individual’s own 
expectation of the withdrawal, the intensity of withdrawal response can vary from mild to 
moderate to severe. These withdrawal symptoms usually appear in the following order: 
anxiety, irritability and craving 8–12 hours after last dose, then dysphoria, lacrimation, 
rhinorrhoea, perspiration, restlessness, yawning and interrupted sleep. This is followed by 
piloerection (goose bumps – ‘cold turkey’), hot and cold flashes or sweats, hypertension and 
tachycardia and a low-grade fever and mydriasis (dilated pupils), with the addition of either 
arthralgias and/or myalgias and muscle spasms and myoclonus, gastrointestinal distress, 
including nausea, vomiting and diarrhoea in more severe reactions, and consequent weight 
loss (Wilson & De Miranda, 2001).

Untreated heroin withdrawal symptoms typically reach their peak 32–72 hours after the 
last dose. Withdrawal symptoms generally resolve within a week of abstinence, but may be 
prolonged (Taylor et al, 2007). Once the acute symptoms have subsided, changes in the 
sleep pattern and dysphoric mood can persist for several months. These symptoms can all 
be modified by active treatment, discussed in Chapter 18.

Methaqualone
A combination of methaqualone and diphenhydramine, sold as Mandrax in South Africa, 
was initially marketed as a safer, less addictive sedative-hypnotic than the barbiturates, until 
evidence showed this to be false and that it was indeed highly addictive. It was subsequently 
banned (Weich, 2007).

In South Africa, illegally manufactured or imported methaqualone is available in tablet 
form, which is then crushed and sprinkled on cannabis and smoked in a pipe. During the 
1980s and 1990s, methaqualone was the most commonly used illicit substance in South 
Africa. It has been since superseded by methamphetamine.

Intoxication
Methaqualone results in a feeling of intense euphoria and relaxation. Disinhibition is 
common, and there is a sense of heightened perception. The individual may experience 
impaired motor coordination and slurred speech, dizziness and syncope, hypersomnia, 
nausea and vomiting. The effects of methaqualone last for several hours (Wilson & De 
Miranda, 2001).

Withdrawal
Withdrawal symptoms start 12–24 hours after the individual’s last dose, with symptoms 
peaking between day two and three. With withdrawal comes irritability and aggression. 
Physically, there is weakness, loss of appetite, nausea and vomiting, abdominal cramps, 
restlessness, tremor, headaches and insomnia. Many individuals experience brief withdrawal 
deliriums, and some may experience psychotic symptoms of hallucinations and delusions 
with hypomania that can last for two to three weeks (Wilson & De Miranda, 2001). This 
quite marked withdrawal response may be due to the fact that in South Africa methaqualone 
is used in conjunction with cannabis, and so one is getting a dual withdrawal.
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The stimulants
Amphetamines and methamphetamine
Amphetamines are synthetic drugs, structurally related to ephedrine, which is an endogenous 
stimulant. When a methyl group is added to amphetamine, methamphetamine is formed, 
which crosses the blood-brain barrier more rapidly and results in methamphetamine’s onset 
of action being faster. The stimulant effect of methamphetamine is similar to cocaine but 
has a much longer duration of action. Methamphetamine can be used in a powder or crystal 
form and is commonly smoked but can also be ingested, snorted or injected. In South Africa 
it is called tik, and is generally smoked.

Intoxication
Amphetamines, especially methamphetamine, cause the release of large quantities of 
neurotransmitters, such as dopamine, norepinephrine, epinephrine and serotonin. However 
its action on norepinephrine and serotonin is weaker than on dopamine receptors (Stahl, 
2008). Methamphetamines result in the release of monoamines via multiple molecular 
processes, unlike cocaine, which principally disrupts the reuptake of dopamine from 
synapses (Barr et al, 2006).

Intoxication is associated with a ‘high’ or rush of intense euphoria, usually occurring 
within seconds, and feelings of increased wellbeing, energy, alertness and concentration 
that can last for 8–12 hours (Weich, 2007). Other psychological effects include increased 
libido and self-confidence, while undesirable effects such as agitation, irritability and 
aggression may occur. Because amphetamines are sympathomimetic drugs, they result 
in tachycardia, palpitations, hypertension and mydriosis. Other physical symptoms are 
dry mouth, hyperthermia, appetite suppression and insomnia (Rastegar & Fingerhood, 
2005b).

A study monitoring methamphetamine-related presentations at psychiatric hospitals in 
Cape Town, done in 2009, showed the most common presenting symptom was aggressive 
behaviour (74%), followed by delusions (59%) and hallucinations (57%). Other symptoms 
were paranoid thoughts (52%), sleep disturbances (40%), thought disorders (39%), 
euphoric/elevated mood (27%), depressed mood (15%) and anxiety (10%). The most 
common combination of symptoms was aggressive behaviour/paranoid thoughts/delusions 
(30%) (Plüddemann et al, 2009).

Withdrawal
With withdrawal comes exhaustion, hyperphagia, depressed mood and severe craving. 
These features of withdrawal are similar to cocaine but, due to amphetamines’ longer half-
life, they may be delayed in onset and longer lasting (Rastegar & Fingerhood, 2005b).

Methamphetamine-induced psychosis
Methamphetamine psychosis may be sudden and short-lived, but in some individuals there 
may be enduring symptoms (Barr et al, 2006). Stimulant-induced psychotic symptoms were 
reported more frequently in methamphetamine users than in individuals who used cocaine 
(Mahoney et al, 2008). Individuals can be sexually disinhibited, aggressive and grandiose, 
with disorganised speech and ideas.
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In the long term, methamphetamine acts as a neurotoxin shown to cause dopaminergic 
degeneration. Long-term use has been shown to cause neuropsychological deficits, especially 
deficits in attention, working memory and executive function (Barr et al, 2006). In non-
human primates, dopamine functioning recovers over time (Melega et al, 1997).

Cocaine
Cocaine is an alkaloid prepared from the leaves of the coca bush, Erythroxylum coca. Cocaine 
is a powerful, short-acting central nervous stimulant. Cocaine is available in a powder 
form as cocaine hydrochloride, which can be ‘snorted’ or injected intravenously. Cocaine 
hydrochloride is unsuitable for smoking as it decomposes at high temperatures. ‘Crack 
cocaine’ is the term used for cocaine hydrochloride that has been processed to a free base by 
adding an alkali. It has a lower melting point, which makes it more conducive for smoking 
(Rastegar & Fingerhood, 2005b).

Intoxication
Cocaine is an inhibitor of monoamine transporters, especially dopamine but also 
norepinephrine and serotonin transporters. It disrupts the reuptake of dopamine from 
synapses, and the resultant increase in dopamine levels produces the desired feeling of 
euphoria (Stahl, 2008). There is also gregariousness, talkativeness, grandiosity, disinhibition 
and increased confidence and improved sense of mental acuity. The increase in noradrenaline 
leads to the stimulatory effects of cocaine, including tachycardia, hypertension, hyperthermia, 
mydriasis and insomnia (Wilson & De Miranda, 2001). Cocaine has a short duration of 
action of about 30 minutes (Weich, 2007). It has local anaesthetic properties and also causes 
local vasoconstriction when applied to mucous membranes – hence its continued use by 
otolaryngologists.

With excessive use of cocaine, the individual may experience undesirable effects such 
as anxiety, restlessness, irritability, agitation, stereotypical and repetitive behaviour and 
apprehension that may develop to suspiciousness, hypervigilance and paranoid behaviour. 
Cocaine-induced psychosis, which resembles an episode of paranoid schizophrenia, 
may last from a few days to weeks. There may be auditory hallucinations and sometimes 
tactile hallucinations. These effects are very similar to those of other stimulants, such as 
methamphetamine, but usually last for a shorter time.

Withdrawal
An individual may begin to experience symptoms of withdrawal within 24 hours of 
cessation, and these symptoms usually peak between two and four days after last use 
(Rastegar & Fingerhood, 2005b). Other symptoms include fatigue, sleep disturbances (from 
insomnia to hypersomnolence), headaches, tremor, muscle cramps and eating disturbances. 
Psychological effects include dysphoria, psychomotor agitation, apathy, social withdrawal, 
anhedonia and high levels of craving (Wilson & De Miranda, 2001).

Hallucinogens
The hallucinogens are a broad group of drugs, all with the ability through intoxication to 
alter a person’s perceptions, thoughts and moods, and are often called the psychedelic drugs, 
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or psychotomimetics. The group includes lysergic acid diethylamide (LSD), phencyclidine 
(PCP, or angel dust), tetrahydrocannabinol (9 delta THC – one of the cannibinoids of 
cannabis), certain amphetamines (methylenedioxymethamphetamine – MDMA or ecstasy) 
and mescaline.

This is not a homogeneous class, and the hallucinogenic properties of its members 
are produced by their action on a variety of neurotransmitter systems, including 5-HT

2
 

receptor agonism (the classical hallucinogens), central dopamine stimulation (MDMA) and 
cholinergic and PCP receptors.

Classically, these agents should only produce changes in thought, perception and mood 
and should have minimal effect on intellectual ability or memory, should not sedate or cause 
excessive excitation, should cause no autonomic disarray or craving. However, problems 
can occur, and LSD is used as an example.

Dependence is described, but there are differences to the full dependence disorder. 
The hallucinogens are inclined to induce tolerance to euphoric and psychedelic effects 
but not to the autonomic/physiological effects. Craving is evident in some individuals but 
no apparent withdrawal syndrome. There is a hangover effect following hallucinogen use 
(particularly with MDMA), and this is characterised by insomnia, headaches, irritability, 
fatigue, drowsiness, headaches and muscle soreness.

Flashbacks (hallucinogen persisting perception disorders, or HPPD) are brief re-
experiences of previous hallucinogenic intoxications in the absence of any current 
hallucinogenic usage. Such flashbacks can be quite disconcerting and distressing to the 
individual. They can be precipitated by stress, alcohol or insomnia.

LSD
LSD, first synthesised by Albert Hofmann in the Sandoz laboratories in 1936, is derived 
from the fungus ergot and is the prototype for most hallucinogens. Incredibly small doses, 
in the order of 25–100 micrograms, taken orally, are needed to have a hallucinogenic 
experience, often called an ‘acid trip’. As a recreational drug, LSD was used extensively in 
the 1960s and 1970s. Its use in South Africa is very low, and barely registers in the statistics 
of drug units.

LSD acts on multiple sites in the brain, with an agonistic action at the presynaptic 
receptors for serotonin in the mid-brain, where neuronal activity is markedly decreased.

The individual’s response to this drug depends on his or her mood, the company he or 
she is in, the dose and time of day, but usually results in a change of perception, with visual 
changes, mainly illusions but also hallucinations, that include changes in shape, movement, 
distance, colour and intensity of objects, sound and surroundings. These hallucinations are 
produced with a clear level of consciousness and a lack of confusion (Stahl, 2008). There 
are also strange changes in perception in that music can be seen or felt, and colours tasted 
or heard (synaesthesia). There are also distortions of body perception or image, with parts of 
one’s body increasing in size or shrinking or separating from the rest. There are also changes 
to thinking, mood and perceptions of time, which were initially seen as positive benefits, 
allowing one to expand one’s consciousness and connection with the universe and involving 
a very life-changing experience.
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Physiologically, there can be increase in autonomic activity, as well as dilated pupils 
salivation, lacrimation, nausea and a fine tremor, incoordination and restlessness. Overdoses 
and fatalities are rare (Pechwick & Ungergleider, 2004)

For some, there is the penalty of intense fear and anxiety, and as intoxication escalates 
the individual may experience an acute confusional state (delirium) of disorientation and 
agitation. At times, frankly psychotic experiences may occur (the so-called bad trip), but with 
no apparent long-term brain damage (Stahl, 2008). Accidents can occur while intoxicated 
because of poor judgment and impaired decision-making abilities.

Cannabis (marijuana)
Cannabis is obtained from the plant Cannabis sativa. The psychoactive substances of cannabis 
are the cannabinoids, most importantly delta-9-tetrahydrocannabinol (THC). Cannabis can 
be smoked or ingested. If smoked, the effect is apparent within minutes and lasts 3–4 hours. 
If ingested, a larger dose is required to obtain the same effect; the onset of action is slower, 
but lasts longer. Due to most cannabinoids being fat-soluble, there can be a slow release of 
psychoactive substances from fatty tissue or the enterohepatic circulation, and the effect of 
cannabis may persist or recur for 12–24 hours. Cannibinoids can be detected in the urine 
for up to two weeks following cessation of the substance.

Intoxication
THC stimulates endogenous cannabinoid receptors to trigger the release of dopamine from 
the mesolimbic reward system (Stahl, 2008). Cannabis may result in a feeling of relaxation 
and a sense of wellbeing, although paradoxical anxiety may occur. It produces an altered 
perception of time (time being slowed down), distortions in visual, auditory and sensory 
perception and hallucinogenic effects such as depersonalisation and derealisation. Cannabis 
stimulates sympathetic activity, with tachycardia and hypertension, while at higher doses 
parasympathetic effects predominate, with bradycardia and orthostatic hypotension. Other 
physical effects include dry mouth, hunger and an injected conjunctival response. With 
regular cannabis use there may be impairment in neurocognitive function (short-term 
memory difficulties), and these impairments may persist for a day or longer after last use 
(Rastegar & Fingerhood, 2005d).

Individuals may experience adverse effects, such as anxiety, agitation and suspicion. With 
higher doses, and in susceptible individuals, psychosis may occur. There is a sudden onset of 
confusion generally associated with disorientation, disorganised speech, depersonalisation, 
delusions (most frequently paranoid) and hallucinations. This psychotic state may persist for 
a few hours to a few days. Regular cannabis use appears to confer an increased likelihood of 
developing schizophrenia in biologically susceptible individuals (Tucker, 2009; Degenhardt 
& Hall, 2006). Mood and anxiety disorders may also occur.

Amotivational syndrome has been described with long-term, heavy cannabis use. 
Individuals experience decreased drive, volition and ambition. They may have a shortened 
attention span and may be easily distracted. Individuals may also become introverted and 
exhibit poor interpersonal skills (Ghodse, 2002). Alternative views are that this disorder is 
actually the manifestation of underlying personality characteristics.
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Cannabis toxicity is rare, even with consumption of large amounts. Individuals may 
experience drowsiness, ataxia and nausea and vomiting.

Withdrawal
With abstinence, regular users of cannabis may experience a flulike syndrome, which may 
include insomnia, anorexia, irritability, restlessness and drug craving.

Summary
What is evident is that substance use is a growing problem in South Africa and one which 
will impact on the mental and physical health of the user. In this chapter, we have covered 
the substance use disorders, looked at the criteria used to make this diagnosis and mentioned 
the direction in which we will view this spectrum from abuse to dependence in the future. 
This, together with the substance-induced disorders (intoxication, withdrawal, delirium, 
dementia, psychosis and mood disorders), will require that all mental health care providers 
be aware of these presentations and how they can impact on individuals, their family and 
community and their occupational functioning.
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3  Developmental consequences of 
prenatal drug and alcohol exposure

Colleen M. Adnams

The increase in substance abuse in pregnancy over past decades has rendered large numbers 
of infants and children at risk for the adverse consequences of prenatal exposure to those 
substances. Although the effects of legal and illegal addictive substances are well described 
in adults, less is known about the short- and long-term effects of these substances on 
the developing fetus. There is, however, internationally a growing body of information 
on prenatal exposure to substances, including cocaine, opiates, tobacco, marijuana and 
amphetamines. In a recent literature review, Keegan et al (2010) reported that approximately 
225 000 infants per year in the United States are exposed prenatally to illicit substances. 
Although all of the abovementioned substances are misused in the general population in 
South Africa, in particular marijuana and methamphetamine, there is a paucity of published 
data on the prevalence of use of these substances during pregnancy. Furthermore, there is 
no available published data on the neurodevelopmental outcomes of prenatally exposed 
infants and children. 

Compared to other addictive substances, there is a large body of information on alcohol 
consumption by women in pregnancy. Women who drink alcohol while pregnant are at 
high risk of giving birth to children with clinical defects and developmental disabilities 
resulting from alcohol injury to the unborn child. Injuries caused by alcohol to the 
developing fetus may result in a constellation of features, consisting of poor growth, distinct 
facial morphology, physical defects and cognitive and behavioural developmental delays 
and disabilities. The cognitive and behavioural manifestations are by far the most commonly 
noticeable features and have the greatest negative impact. Since the first published reports 
on fetal alcohol syndrome (FAS), (Jones & Smith 1973; Jones et al, 1973), the prevalence of 
FAS and neurobehavioural outcomes of individuals exposed prenatally to alcohol have been 
extensively delineated. The first reports of FAS in the medical literature in South Africa were 
published in 1978 (Beyers & Moosa 1978; Hayden & Nelson 1978).

Prenatal exposure to substances other than alochol
Cocaine
Most clinical descriptions of, and research on, outcomes in prenatal substance exposure have 
focused on maternal use of cocaine. Complications of use of cocaine in pregnancy include 
spontaneous abortion, preterm birth, placental abruption and congenital anomalies and in 
the neonatal period, feeding and arousal problems and seizures (Keegan et al, 2010). Data 
on the long-term effects of prenatal cocaine exposure indicate there are specific problems of 
cognition, language and behaviour, including attentional deficits (Lester & Lagasse, 2010).
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Opioids
The most frequently abused opioids are heroin and methadone, and thus the literature 
on prenatal opioid exposure focuses on these substances. Methadone is prescribed as 
a treatment substitute for heroin addiction. The major effects of prenatal exposure to 
opioids manifest in the neonatal period when there is a risk of withdrawal symptoms. 
The so-called neonatal abstinence syndrome is well described. What is less clear is the 
long-term effect on behaviour and cognition. Although a range of deficits in cognition, 
memory, attention, perception and behaviour are described, it is difficult to separate 
these effects from the overall influence of an adverse postnatal environment (Davies & 
Bledsoe, 2005). Lester et al (2009) tested a structural equation model to assess whether 
neurobehavioural dysregulation in infants who were prenatally exposed to cocaine and 
other substances would predict for externalising and internalising behaviour problems 
at seven years of age. The authors demonstrated a direct teratogenic effect of substance 
abuse on behaviour at seven years, as well as indirect effects that were mediated by early 
behavioural dysregulation.

Tobacco
Worldwide, tobacco use in pregnancy is common. Apart from a consistently demonstrated 
relationship between tobacco and pregnancy and birth complications, including fetal 
death, preterm birth and low birth weight, long-term behaviour problems in children 
are also described. What has not been ascertained with certainty is whether the tobacco-
behaviour relationship is causal, or whether the behaviour occurs in the context of 
other family and environmental factors that increase the risk for child health and 
developmental problems in childhood (Roza et al, 2009). On balance, evidence suggests 
a causal link between adverse cognitive and behavioural outcomes in children and 
exposure to tobacco smoke in pregnancy, in particular attention deficit hyperactivity 
disorder (ADHD)-like symptoms (Olds, 1997), externalising behaviours (Williams et al,  
1998), visual-motor coordination and interhemispheric processing speed (Willford  
et al, 2010) and small decrements on academic performance in adolescence (O’Callaghan 
et al, 2010).

Marijuana
Marijuana may cause transient growth delay in the developing fetus and withdrawal 
symptoms in the neonatal period (Davies & Bledsoe, 2005). Longer term, there is an 
association with subtle effects on higher-level executive functioning (Fried, 2002), attention 
(Goldschmidt et al, 2000), learning and memory (Richardson et al, 2002) and processing 
speed and visual-motor coordination (Willford et al, 2010).

Methamphetamine
Methamphetamine abuse, a worldwide problem, is epidemic in South Africa. The 
prevalence of methamphetamine abuse in pregnancy in South Africa is unknown,  
but is likely to be high, given the extent of the epidemic in the population of child-
bearing age, the low costs of acquiring the drug and its behavioural effects. A small 
body of research in other countries is delineating the fetal and longer term effects of 
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prenatal methamphetamine exposure. Early studies suggested the developmental effects 
of methamphetamine may be similar to those of cocaine, with an increase in preterm 
birth and placental abruption (Eriksson et al, 1978). Fetal growth has been shown to 
be inhibited, resulting in low birth weight (Smith et al, 2003; Nguyen et al, 2010). In a 
multisite cross-cultural study in the United States and New Zealand, Lagasse et al (2011) 
reported neonatal neurobehavioural patterns of low arousal, gross motor in-coordination 
and increased stress.

In older children, behaviour problems and hyperactivity (Chang et al, 2004) and 
specific difficulties with visual integration, verbal and spatial memory and attention (Billing 
et al, 1994) and verbal memory (Lu et al, 2009) have been described. Chang (2007) 
reviewed the structural and metabolic changes in children with prenatal methamphetamine 
exposure. Using structural MRI brain imaging techniques to investigate the brain/behaviour 
relationship in adolescents whose mothers abused methamphetamine during pregnancy, 
Sowell et al (2010) documented volume changes in several areas, including the caudate 
and cingulate nucleus. In individuals prenatally exposed to methamphetamine alone, 
the volume of the caudate nucleus, which is associated with learning, memory, motor 
control and punishment and reward, showed greater reductions in individuals exposed 
to methamphetamine alone than those with alcohol exposure. In the methamphetamine-
exposed group, there was a negative correlation between caudate volume and full scale 
IQ, suggesting a more severe cognitive outcome in prenatal methamphetamine exposure 
than alcohol exposure in the study population. In addition, in methamphetamine-
exposed children, an abnormal volume increase was noted in the cingulate cortex, which 
is associated with control and conflict resolution. Prenatal exposure to both alcohol and 
methamphetamine resulted in brain volume changes that were more severe than in the case 
of either drug alone, suggesting greater brain injury in children of mothers who abused 
both substances in pregnancy. These study findings warrant replication in South African 
populations in the light of the fact that studies on fetal alcohol spectrum disorder (FASD) 
in South Africa involve cohorts of children on the more severe end of the FASD spectrum 
than those cohorts studied in Western countries. The mounting evidence from studies of 
prenatal methamphetamine exposure has important implications for interventions aimed at 
South African women of child-bearing age who abuse methamphetamine and who may also 
co-abuse methamphetamine and alcohol.

Prenatal exposure to alcohol
Fetal alcohol spectrum disorder (FASD)
The broad range of effects of prenatal exposure to alcohol constitutes a continuum. FASD is 
an umbrella term that has been used to describe the broader range of effects that can occur 
in an individual whose mother drank alcohol during pregnancy. The range encompasses a 
continuum of mild to severe physical, cognitive and behavioural effects. This term applies 
especially when a diagnosis of FAS is not made.

FASD is well recognised as the most important preventable cause of intellectual 
disability worldwide, and as such constitutes a major global public health problem. 
The term ‘FASD’ is not intended for use as a clinical diagnosis. The aim of the wider 
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terminology is to contribute toward recognition of the social, treatment and service needs 
in individuals with the disorder. Within the FASD spectrum there are four recognised 
diagnostic categories:
1) Fetal alcohol syndrome (FAS) represents the severe end of the FASD spectrum, in 

which there is physical growth retardation (height, weight and head circumference), 
characteristic facial dysmorphology, evidence of central nervous system (CNS) 
neurobehavioural deficits and a positive or suspected history of alcohol in pregnancy

2) Partial FAS (PFAS) is diagnosed when full criteria for FAS are not met, with or 
without confirmation of prenatal alcohol exposure

3) Alcohol-related neurodevelopmental deficit (ARND) criteria may include normal 
growth but cognitive and/or neurobehavioural deficits in the context of prenatal 
alcohol exposure that are not explained by any other cause

4) Alcohol-related birth defect (ARBD) describes physical birth defects caused by 
alcohol injury during fetal development. The detailed diagnostic criteria are 
summarised by Hoyme et al (2005).

Mechanisms of alcohol injury in the developing fetus
Alcohol is a potent teratogen to the developing fetus, and exposure to moderate to high 
concentrations of alcohol causes permanent and multisystem damage. Alcohol in maternal 
blood freely crosses the placenta into the blood and other tissues of the developing 
embryo or fetus. Numerous mechanisms contribute to the damaging effects of alcohol in 
the developing fetus. Although FASD is a multisystem disorder, the developing central 
nervous system is the most vulnerable to alcohol injury. The damaging mechanisms 
through which alcohol may exert its effects occur simultaneously or consecutively 
and result in cell death by necrosis or apoptosis. Animal models and tissue-culture 
experiments continue to elucidate injury mechanisms, which include increased oxidative 
stress, mitochondrial and glial cell damage, impaired cellular chemical messenger, 
neurotransmitter and cellular energy transport systems and alteration in genes and gene 
regulation (Goodlett & Horn, 2001).

There is a dose-response association between alcohol exposure and fetal damage. Thus 
the type and extent of alcohol injury to the fetus is related to volume and frequency of 
alcohol consumed during pregnancy, as well as the duration of exposure and the period 
in pregnancy during which the mother drinks, with higher exposure resulting in greater 
damage and lower levels of exposure resulting in more subtle effects. Binge-type drinking, 
which results in a high maternal blood alcohol concentration, is associated with particularly 
severe developmental deficits. It is thought that the effect of withdrawal on the fetus between 
maternal binges is also particularly deleterious at a fetal cellular level. A threshold or safe 
level of alcohol concentration for unimpaired development of the fetus in pregnancy has 
not been established. The first trimester of pregnancy, during which the CNS develops 
and differentiates rapidly, is a critical period for injury. Certain genetic factors may be 
protective. In the mixed-ancestry population of the Western Cape province, the alcohol 
dehydrogenase-2*2 allele is associated with decreased prevalence of fetal alcohol syndrome 
(Viljoen et al, 2001), and the maternal ADH1B*3 allele is protective for infant and child 
outcomes at 7.5 years (Jacobson et al, 2006).
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Epidemiology of FASD
Prevalence
Most international prevalence studies have focused on high-risk or geographically localised 
populations. In a population estimate, 1% of United States newborns was estimated to 
fall into the spectrum of fetal alcohol disorders (Sampson et al, 1997). May et al (2006) 
reported a relatively high prevalence of FAS in a province of Italy, of 3.7 to 7.4 per 1 000 
school entry-level children. Including the diagnosis of PFAS and ARND, the rate of FASD 
was estimated to be 20.3 to 40.5 per 1 000 or between 2.3 and 4.1% of all children. This 
represents the highest population-based prevalence of FASD reported in the Western world.  
Although this result reflects improved measures of ascertainment of the FASD spectrum, the  
question is raised whether FASD is more common than previously estimated in the Western 
world (May et al, 2006).

In the first South African population-based study on the prevalence of the full spectrum 
of disorders, May et al (2007) used the same revised Institute of Medicine diagnostic criteria 
for FASD (Hoyme et al, 2005) and case ascertainment as in the Italy population epidemiology 
study in a high-risk community in the Western Cape province. The authors reported a 
prevalence of FAS and PFAS of 68–89.2 per 1 000. Previous studies in the same community 
yielded slightly lower FAS prevalence figures, but of the same order (May et al, 2000; Viljoen 
et al, 2005). However, in these earlier studies the full FASD spectrum, including PFAS and 
ARND, was not measured. In two other high-risk regions in the Northern Cape province, 
Urban et al (2008) reported an even higher prevalence of FAS (overall 67.2 per 1 000) and 
FAS and PFAS combined (119.4 per 1 000 and 74.7 per 1 000, respectively). These South 
African prevalence figures represent the highest reported in the world. High-prevalence 
figures of FAS were also reported in an urban area in Gauteng province (Viljoen & Craig, 
2003). Notably, in comparison with Western and European country populations studied, 
a far greater proportion of South African children on the FASD spectrum were diagnosed 
with FAS, thus falling on the most severe end of the FASD spectrum more often than those 
children with FASD in Western studies.

Historical context of FASD in South Africa
The causes of women drinking in pregnancy are complex and involve historical, social and 
cultural factors. Undoubtedly the now-outlawed ‘dop’ system of payment of agricultural 
and other labourers with liquor played a key contributory role to present patterns of alcohol 
abuse (London et al, 1998; London, 1999). In order to interpret the complexities of FASD 
in South Africa, this condition needs to be seen in the context of both the global burden of 
substance abuse and the factors influencing present-day South Africa.

Maternal risk factors for FASD
Several studies have elucidated risk factors for FASD in the South African population. 
There is characteristically a pattern of binge drinking, and in the Western Cape province 
community studied, severe episodic drinking on weekends among mothers of children with 
FAS and PFAS accounted for 96% of all alcohol consumed (May et al, 2007). Maternal risk 
factors include low socioeconomic status, low education, lower body mass, smoking and 
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higher age and parity (Viljoen et al, 2002; May et al, 2004; May et al, 2005; Urban et al, 
2008). Most of these risk factors are similar to those documented in other international 
studies.

Burden of disease estimates of FAS
The South African burden-of-disease estimates of 2000 included the impact of FAS 
(Schneider et al, 2007). FAS (5.5%) was the fourth-largest contributor to alcohol-attributable 
disability-adjusted life-years (DALYs) for persons, after interpersonal violence (39%), alcohol 
dependence-use disorders (14.7%) and road traffic injuries (14.3%). A FAS prevalence of 
14 per 1 000 at birth for the general population was used, and there was no adjustment for 
FAS-related death. Given the higher prevalence rates of FAS and FASD reported in South 
African epidemiology studies, and the fact that this burden of disease study represents FAS 
and not the FASD continuum, it is likely that the study considerably underestimates the 
burden of disease of FASD.

There has been little research on the cost of FASD in South Africa. A study conducted 
in the Western Cape estimated that the total average annual healthcare cost to the province 
per 0–12-year-old child with FASD was US$1 039, while the total annual societal cost of 
FASD for the Western Cape was US$70 960 053 (Credé et al, 2011). These results provide 
evidence of the considerable burden of FASD on the Western Cape economy and healthcare 
system and have significant implications for FASD prevention.

Neurobehavioural manifestations of FASD
Because of differences in the dose and timing of prenatal alcohol exposure, and of individual 
susceptibility and postnatal influences, the clinical manifestations are varied and complex. 
Although a core neurobehavioural phenotype in FASD remains to be clearly delineated, 
patterns of deficits in cognition and behaviour have been well described. A key question is 
whether there is a unique cognitive-behavioural functioning and behavioural phenotype in 
FASD.

Researchers have consistently found deficits in general intelligence, learning, social 
adaptation and behaviour in FASD. The average IQ of affected children is in the borderline 
and mild intellectual disability range. However, it is now known that the damage done 
to the developing brain may result in specific neurobehavioural problems in the face of 
normal general intelligence (Hoyme et al, 2005). Specific problems independent of general 
intelligence may occur in the areas of language, learning and memory, attention and speed 
of information processing, number processing, visuo-spatial skills and motor skills. Other 
problems include deficits in abstract thinking, executive function and planning and problems 
with response inhibition, hyperactivity, impulsivity and behaviour control. Children with 
FASD also have problems with adaptive behaviour and emotional functioning. All of these 
deficits lead to problems with academic, classroom and social performance. In general, 
children with FASD show greater impairment on complex tasks and adaptive demands 
than on simple tasks and demands. For detailed reviews of the neurobehavioral findings in 
FASD, see Riley et al (2005) and Kodituwakku (2007).

Similar patterns of cognitive and behavioural deficits have been confirmed in South 
African studies of children with FASD. Deficits are reported in general intelligence (May 
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et al, 2000; 2007; Adnams et al, 2001; Viljoen et al, 2005; Urban et al, 2008), language, 
phonological working memory, reading and writing (Adnams et al, 2001; Adnams et al, 
2007), executive function (Kodituwakku et al, 2006), processing speed (Burden et al, 2009) 
and number processing (Meintjes et al, 2010). Studies in South African infants show early 
response deficits in biobehavioural arousal to pain stimuli (Oberlander et al, 2010), eye 
blink conditioning (Jacobson et al, 2008) and visual acuity (Carter et al, 2005).

While increases in volumes and frequency of prenatal alcohol exposure result in 
progressively more severe cognitive and behavioural deficits, there is uncertainty about 
the safe lower threshold. There is conflicting evidence for more subtle effects at lower 
alcohol exposure levels, not least because of a lack of standardisation of what constitutes 
low exposure and problems with both reporting and recording of maternal alcohol intake. 
A number of studies have demonstrated that lower levels of alcohol consumption by a 
pregnant mother still place her fetus at risk of a neurobehavioural impairment (Jacobson & 
Jacobson, 1999; Sampson et al, 1997). Sayal et al (2009) reported from a United Kingdom 
longitudinal population-based study that any episode of consumption of four drinks per 
day during pregnancy is associated with problems of hyperactivity and attention at age 
6.75 years, in the absence of moderate daily levels of drinking.

The establishment of a causal relationship between prenatal alcohol exposure and 
neurobehavioural outcomes is confounded by genetic, environmental and psychosocial 
factors. When compared to research cohorts from developed Western countries, for similar 
prenatal exposure, many South African children with FASD are worse affected and have lower 
general cognitive functioning. This illustrates the influence of suboptimal early biological, 
environmental and other factors that may exert a negative effect on child developmental 
outcomes in developing countries (Grantham-McGregor et al, 2007; Adnams, 2010). In 
addition, in low-resource settings, cognitive and behavioural difficulties are more likely to  
be unrecognised, with the result that affected children’s special developmental needs may be  
unmet and, in this way, their difficulties exacerbated.

Brain changes in FASD
The advent of neuroimaging techniques has enhanced the ability to examine neuro-
anatomical correlates of brain structure and function in FASD. Apart from the overall decrease 
in brain size in moderately and severely exposed individuals, there is evidence for specific 
morphological changes and abnormal changes in shape in vulnerable brain areas, including 
the frontal and parietal lobes, cerebellar vermis, corpus callosum and caudate nucleus. A 
systematic review of brain structural and functional changes is provided by Spadoni et al 
(2007). In a series of studies, Bookstein et al (2001, 2002a, 2002b) documented changes in 
the corpus callosum in adults with prenatal alcohol exposure. There was a correlation with 
corpus callosum size and shape with neurocognitive function in affected individuals. Sowell 
et al (2002a, 2002b, 2008) used brain mapping techniques to demonstrate an increase in grey 
matter and a decrease in white matter in the perisylvian cortex of the temporal and parietal 
lobes and white matter changes in the splenium of the corpus callosum in adolescents with 
prenatal alcohol exposure. Changes in white matter in the splenium correlated with visual 
motor integration deficits. O’Hare et al (2009) reported a significant association between 
corpus frontal lobe changes and verbal learning. The ability to locate anatomical sites of 
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brain function and dysfunction related to specific cognitive tasks (ie, cognitive strengths 
and weaknesses) provides novel opportunities for evidence-based neurobehavioural and 
cognitive interventions in FASD.

Family issues and mental health in FASD
A high prevalence of mental illness and poor social adjustment is described across the life 
span in individuals with prenatal exposure to alcohol, including in infancy, early and middle 
childhood, adolescence and adulthood (O’Connor et al, 2002; O’Connor & Paley, 2006, 
2009; Streissguth & O’Malley, 2000; Barr et al, 2006). Depression is commonly described 
throughout the life span, with psychiatric illness increasing from adolescence. In South 
African adolescents with FASD, there was an increase in both internalising and externalising 
behaviours (Adnams et al, unpublished data).

Having a child with FASD affects the entire family, and maternal alcohol abuse in itself 
affects the mother’s ability to care for children. There is a higher rate of intergenerational 
drinking in families with FASD, and many parents of children with FASD were themselves 
prenatally exposed to alcohol. Consistent with international literature, South African studies 
(May et al, 2005; Viljoen et al, 2002) demonstrated that mothers of children with FASD 
were themselves frequently raised in an environment where heavy maternal drinking was 
prevalent. Parents with FASD demonstrate similar cognitive and behavioural difficulties to 
their children, and this manifests in further problems of parenting. There is a higher rate 
of foster and adoptive care among children with FASD, and among all children who are 
fostered or adopted there is also a greater risk of FASD. Although there are no data in this 
regard in South Africa, of a group of 71 children adopted in Sweden from Eastern Europe, 
30% were found to have FAS and 52% FASD (Landgren et al, 2010).

Interventions in children and adults with FASD
Current knowledge of neurocognitive deficits and relative strengths in FASD is sufficient to 
provide a base for development of appropriate interventions. However, there is a paucity of 
research-based interventions for children and youth with FASD and few systematic outcomes 
studies of educational or behavioural intervention programmes exist. Interventions in FASD 
have been previously reviewed by Premji et al (2007) and Peadon et al (2009). Studies have 
reported improvements following cognitive and psycho-social approaches to interventions 
in a range of areas, including family functioning, social skills, language and literacy and 
mathematics.

Younger children with FASD have behavioural problems such as impulsivity, hyperactivity 
and deficits in concentration and attention that constellate a major problem in the formal 
educational setting. Formal education may often be a negative experience associated with 
low self-esteem and school failure, which in turn places demands on educational and other 
resources. In a pilot intervention study addressing classroom self-regulation in a small 
group of South African Grade 3 children, we observed an improvement in self-efficacy and 
classroom behaviour (Riley et al, 2003). In another systematic classroom-based intervention 
in similarly-aged South African children with FASD, a language and literacy programme 



Developmental consequences of prenatal drug and alcohol exposure

63

resulted in significant improvements in the targeted areas of learning compared to control 
children with FASD and a non-exposed control group (Adnams et al, 2007). The deficits 
in FASD are thus not fixed and are ameliorable. Since the majority of children with FASD 
have borderline/mild intellectual disability, they require additional specialised educational 
support. Further research is required to identify effective strategies for interventions in 
persons with FASD across the life span.

Policies and services for FASD in South Africa
The national impact and cost of FASD in South Africa has not been systematically addressed, 
yet must be staggeringly high, taking into account the magnitude of its prevalence and nature 
of neurodevelopmental and social outcomes. There is cost data from only one province. 
The direct and indirect costs impact significantly on the health, education, social welfare, 
labour and criminal justice sectors, as well as on individuals, families, communities and the 
broader society. In spite of this, there are no policies that directly address FASD in South 
Africa and no national or provincial programmes that comprehensively address prevention, 
identification or interventions (Randall-Mkosi et al, 2008). The same deficit applies at the 
service level, where, across all sectors and disciplines, there is little expertise in recognition, 
assessment and management of FASD.

In a situational and gap analysis of FASD in South Africa, Randall-Mkosi et al (2008) 
provided a set of recommendations on the prevention of FASD and support for those with FASD.  
The authors called for a national goal to reduce the prevalence of FASD and the impact of the 
primary and secondary disabilities of FASD on individuals and society. The strategies proposed 
to achieve these goals through leadership at national governmental level, establishment of 
guidelines on screening and identification and a minimal package of services for persons with 
FASD and provision of adequate budgetary and resource commitment from all sectors. The 
recommendations included surveillance, detection and intervention with women at risk for 
alcohol-exposed pregnancy and the training of health and other professionals in identification 
and care of at-risk women and affected individuals. Finally, the recommendations addressed 
the need for public education, awareness, advocacy and research.

Conclusion
While rates of abuse of most substances harmful to the fetus are unknown in South 
Africa, it is likely that, for commonly abused substances, the prevalence is high. FASD is  
a major public health problem in South Africa, with a considerable impact on society. The 
prevalence and impact of prenatal exposure to methamphetamine warrants investigation. 
Advances in brain-behaviour science present an unprecedented opportunity for further 
understanding of the genetic, brain structural, neurobehavioural and neuro-anatomical 
tenets that underlie developmental outcomes of prenatal substance exposure. In turn, 
knowledge acquired in this way can hopefully make a meaningful contribution to evidence-
based, broader approaches through policy, public health and prevention/intervention 
strategies.
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4 Women and alcohol

Bronwyn Myers and Bavanisha Vythilingum

Introduction
Female drinkers who consume alcohol at risky levels seem more vulnerable to the adverse 
consequences of problem drinking than do their male counterparts. For instance, there 
is compelling evidence that women progress faster to problem drinking and alcohol 
dependence than men, and compared to men experience an earlier onset (or telescoping) of 
alcohol-related complications (Ashley et al, 1977). Also, female drinkers report more severe 
alcohol-related psychiatric, medical and social problems relative to their male counterparts. 
This telescoping is also evident in drug-dependent women (Hernandez-Avila et al, 2004).

Prevalence of alcohol use among South African women
Although a relatively low proportion of South African women report ever drinking alcohol 
(22%), those women who do drink often report drinking at harmful (two to four drinks 
per day for women) or hazardous levels (four or more drinks per day for women) (Parry 
et al). Furthermore, despite findings that a much higher proportion of South African men 
report the lifetime consumption of alcohol relative to women, both the 1998 and 2003 
South African Demographic and Health Surveys (SADHS) found that levels of problematic 
alcohol use among women are not substantially different from those of men (Parry et al, 
2005; Department of Health, 2007). For example, the 2003 SADHS found that 12% of male 
and 14% of female drinkers reported consuming alcohol at hazardous or harmful levels 
in the 12 months preceding the survey (Department of Health, 2007). Similarly, the first 
National Youth Risk Behaviour Survey found that although higher proportions (38.5%) of 
male learners than female learners (26.4%) were current drinkers, of these current drinkers, 
similar proportions of male and females reported episodic binge drinking in the month 
preceding the study (Morojele et al, 2002). In South Africa, hazardous and harmful drinking 
appears to be especially high over weekends, with 23% of male and 25% of female drinkers 
in the 2003 SADHS exceeding the World Health Organization and South African National 
Department of Health recommended levels for responsible drinking (Department of Health, 
2007).

The 2003 SADHS also found that 6.9% of women self-reported symptoms of alcohol 
abuse or dependence, as measured by a score of two or greater on the CAGE questionnaire 
(Department of Health, 2007). Given the limitations of omnibus surveys, such as the 
SADHS (which lack the detailed and repetitive questioning needed to obtain more accurate 
estimates of use), these proportions are likely to be underestimates of alcohol use and 
associated problems among women. South African women are quite likely to under-
report their use of alcohol due to the stigma surrounding women’s use of alcohol (Myers 
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et al, 2009) and cultural norms that sanction women’s drinking in many South African 
communities.

South African women tend to have higher rates of problem drinking compared to their 
counterparts worldwide. Although prevalence rates vary widely by country, worldwide rates 
range from 0.2% to 3.9%, with only the United States (6.4%) approaching rates cited for 
South African women (Somers et al, 2004). South Africa is also unusual in that women and 
men have a similar prevalence of alcohol use disorders; internationally, alcohol use disorders 
are two to five times more common in men than women (Somers et al, 2004).

Of course, a proxy indicator for the prevalence of alcohol misuse among South African 
women stems from findings about the high prevalence of fetal alcohol spectrum disorders 
(FASD) in South Africa. The epidemiology of FASD is thoroughly examined in Chapter 3 
of this book.

Data from the South African Community Epidemiology Network on Drug Use 
(SACENDU) Project also highlight the prevalence of alcohol-related problems among South 
African women. Over time, and across all regions of the country, alcohol remains one of the 
most frequently reported primary substances of abuse among women attending substance 
abuse treatment services in the country (Plüddemann et al, 2009).

Irrespective of the methodological challenges associated with estimating the prevalence 
of alcohol use disorders among South African women, taken together these findings 
point to problematic patterns of alcohol consumption among women in the country. 
For women, patterns of episodic binge drinking and heavy alcohol consumption are 
concerning, given the negative clinical and behavioural consequences associated with 
women’s heavy use of alcohol. Some of these key consequences are discussed in the 
following section.

Clinical and behavioural consequences of alcohol use among women
Compared to men, women who abuse alcohol appear to have a higher level of medical 
difficulties, and higher mortality. Part of this may be due to so-called telescoping of sequelae, 
where women seem to develop problems after less exposure to alcohol than men. Ashley et 
al (1977) found that although alcoholic men began drinking and misusing alcohol at earlier 
ages than women, rates of most alcohol-related disease entities were similar between alcoholic 
men and women, and women contracted these illnesses after significantly less consumption 
of alcohol. Holman et al (1996) performed meta-analyses of cohort and epidemiological 
studies and found that, despite lower reported consumption of alcohol, women have higher 
all-cause mortality related to alcohol use. This may be due to differences in pharmacokinetics 
between men and women – women develop higher alcohol concentrations for the same 
amount of ingested alcohol.

The pattern of sequelae also differs: in women, excess mortality risk appears to result 
from cirrhosis, cancer and injury, as opposed to cardiovascular risks as seen in men (Klatsky 
et al, 1992; Fuchs et al, 1995). Women, by virtue of their gender, also have some unique 
vulnerabilities, namely, pregnancy and menstrual-related problems. The classic pregnancy-
related sequelae of alcohol consumption are the fetal alcohol spectrum disorders. These are 
discussed in detail in Chapter 3.
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Liver disease
There is consistent evidence that women experience accelerated courses of liver disease at 
levels of alcohol consumption tolerated by men. Several UK studies have reported women 
to be more susceptible to cirrhosis after less alcohol consumption, and that women tend to 
have more advanced disease at presentation (Morgan & Sherlock, 1977; Levi & Chalmers, 
1978; Saunders et al, 1981). Furthermore, in a 12-year prospective study in Copenhagen 
(N = 13 285; 7 234 women), Becker et al (1996) reported a steeper dose-response curve 
between alcohol use and liver disease for women than for men.

Cancer
Alcohol use appears to play a role in increasing risk for all cancers, and specifically for 
cancer of the reproductive system. In South African women, alcohol use has been associated 
with an increased risk of breast cancer (Schneider et al, 2000). This is possibly due to 
alcohol’s effect of raising estradiol levels, and may account for the finding of increased risk 
for breast cancer associated with the concomitant use of alcohol and hormone replacement 
therapy (Zumoff, 1997). Similarly, an association between alcohol consumption and post-
menopausal endometrial cancer has been found (Gapstur et al, 1994).

Endocrine and gynaecologic disorders
Alcohol abuse in women is associated with alterations of the menstrual cycle and impaired 
fertility. Gavaler and colleagues (Gavaler et al, 1983) presented evidence that alcohol abuse 
is associated with an increased prevalence of amenorrhoea (independent of cirrhosis). 
Furthermore, alcohol-related exacerbations of severe premenstrual symptoms have been 
described (Ehlers et al, 1996; Lammers et al, 1995). Wilsnack et al (1984) reported an 
association between high levels of alcohol use and rates of gynaecologic surgery (other than 
hysterectomy), infertility and stillbirth. This may be due to different responses of central 
neurosteroid mechanisms to alcohol in women. Animal models suggest alterations in GABA 
responses and production/modulation of neurosteroids in females as compared to males; 
however, this is yet to be confirmed in humans (Lancaster, 1994).

Psychiatric disorders
The National Epidemiological Study on Alcohol and Related Conditions (NESARC) 
(Compton et al, 2007) was a large US population-based study that examined 12-month 
and lifetime prevalence of drug abuse and dependence and the associated correlates, 
treatment rates, disability and comorbidity with other Axis I and II disorders. It found 
significantly higher lifetime comorbidity of psychiatric disorders in alcoholic women as 
compared to men (72% vs 52%), despite similar prevalence rates of alcohol dependence. 
Women reported significantly more anxiety disorders (social phobia, simple phobia and 
PTSD), mood disorders (depression, mania) and drug dependence (tranquillisers) than 
men. Women also exhibited more multiple comorbidity, ie, two or more psychiatric 
disorders in addition to alcohol dependence (32% women vs 14 % men). Similar findings 
were reported in the Baltimore Epidemiological Catchment area study (ECA) (Regier et al, 
1990), as well as in studies of subjects seeking treatment for alcohol dependence (Schuckit 
et al, 2001).
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The pattern of onset of psychiatric disorders also differs between men and women. 
Women are more likely to have a primary mood/anxiety disorder predating the onset of 
alcohol abuse (Schuckit et al, 1998; Compton et al, 2007), whereas men usually develop 
these disorders as a consequence of alcohol abuse. Hence psychiatric comorbidity is more 
of a risk factor for the development of an alcohol or drug use disorder in women than 
men (Schuckit et al, 1998). Furthermore, in women with comorbid depression and alcohol 
abuse who present for treatment, depressive symptoms tend to be worse than symptoms 
of alcohol use disorders, whereas women with alcohol abuse only, have similar severity of 
alcohol symptoms as do men.

Alcohol and comorbid Axis I disorders present a potent combination for increased suicide 
risk. Women with combined Axis 1 and alcohol use disorders show between 1.7 and 2.2 
times more suicidal ideation and suicide attempts than men (Compton et al, 2007). These 
findings have important treatment implications: in men, comorbid psychiatric disorders are 
likely to resolve with treatment of the alcohol disorder, whereas for women direct treatment 
of the psychiatric disorder is usually required.

Cognition also appears to be differentially affected by alcohol abuse. Women alcoholics 
have been reported to perform poorly, compared to their male counterparts, on tests of 
spatial memory (Acker, 1986), constructive thinking (Giancola, 2000) and attention (Glenn 
et al, 1993; Nixon et al, 1995). However, these results are difficult to interpret because of 
comorbidity confounds – for example, higher rates of depression, anxiety and hostility (all 
of which impact on cognitive functioning) have been found among heavily drinking women 
(Nixon et al, 1995; Robinson et al, 2000).

Neuroimaging studies have found structural differences in the brains of men and 
women. Two studies using computerised tomography to measure cerebrospinal fluid 
(CSF) have compared the brain structure of male and female alcoholics (Hommer et al, 
2001). Both reported that men and women with alcohol dependence show similarly greater 
intracranial CSF than control subjects, despite a shorter duration of excessive drinking 
and a smaller average daily alcohol consumption among the women. Direct comparisons 
of men and women with alcohol dependence showed that the proportion of intracranial 
contents occupied by grey matter was smaller in women than in men. The magnitudes of 
differences in brain volumes adjusted for intracranial size between women with alcohol 
dependence and women without alcohol dependence were greater than the magnitude of 
the adjusted differences between men with alcohol dependence and men without alcohol 
dependence. These results are consistent with greater sensitivity to alcohol neurotoxicity 
among women.

Sexual risk behaviour and HIV transmission
Another major consequence of alcohol and other drug (AOD) use among women relates to its 
role as a determinant of sexual risk behaviour and its contribution to HIV transmission in South 
Africa (Morojele et al, 2006; Rehm & Parry, 2009). AOD use is associated with disinhibition 
and impaired judgment that may lead to sexual risk behaviours such as inconsistent condom 
use (Morojele et al, 2006; Rawson et al, 2008; Strathdee & Sherman, 2003). In South Africa, 
this is especially worrisome, given that women are already more at risk for HIV due to their 
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biological vulnerability and the high levels of sexual victimisation in the country (Dunkle  
et al, 2005). In addition, various South African studies report significant associations between 
gender, substance use, sexual risk behaviour and risk for victimisation (see, for example, 
Kalichman et al, 2007; Wechsberg et al, 2005). Substance use prevents women from 
identifying potential situations that place them at risk for sexual victimisation (Wechsberg 
et al, 2005). This is particularly important, as in many South African communities women 
who use drugs are viewed as sexually available, which increases their chances of being 
victimised or coerced into sex (Myers et al, 2009; Sawyer et al, 2006). Also, many female 
drug users may exchange sex for drugs or money to buy drugs (Sawyer et al, 2006). In 
both of these instances, women’s ability to negotiate condom use and safe sex practices is 
reduced.

Taken together, these findings highlight the importance of developing and implementing 
preventive and early intervention that address the intersection between AOD use, infectious 
disease risk and risk of victimisation for women. There is extensive evidence that, in the 
absence of dependence, early intervention (comprising early identification of risky drinking 
and the provision of brief advice for people who drink at hazardous or harmful levels) 
is effective in reducing risky patterns of alcohol use and preventing the behavioural and 
clinical consequences associated with problematic substance use (WHO, 2009). Apart from 
interventions that focus solely on reducing alcohol (and other drug) consumption, there is 
a clear need for interventions that target AOD use, infectious disease and victimisation risk 
in an integrated manner.

In South Africa, several randomised controlled trials of integrated HIV and violence 
risk reduction interventions for substance-using women have been tested. For example, 
the Women’s Health CoOp intervention, an evidence-based intervention developed in the 
United States, has been adapted for the South African context. This brief community-based 
intervention focuses on: (1) empowering women to change their substance use behaviour 
and thereby reduce their substance-related sexual risks, and (2) equipping women with 
condom use, relationship negotiation and conflict resolution skills to enable them to 
practise safer sex and reduce their risk of victimisation (Wechsberg et al, 2009). In South 
Africa, various studies found that women assigned to this intervention showed significantly 
greater reductions in their AOD intake and their sexual risk behaviours, and reported 
being victimised less often than women assigned to the control condition (Wechsberg et 
al, 2006; Wechsberg et al, 2008). In addition, this intervention appears equally effective in 
individual and group formats (Wechsberg et al, 2006) and for women from different ethnic 
groups and regions of the country (Sawyer et al, 2006; Wechsberg et al, 2006; Wechsberg 
et al, 2008). These community studies show that interventions targeting the intersection 
between substance use and other risk behaviours are effective for preventing the negative 
consequences associated with women’s substance use. However, for these research-based 
interventions to have any real effect on South African women’s risk behaviours they need 
to be adopted by health and social welfare agencies working with high-risk women and 
implemented on a much broader scale. This would require providing agency workers, who 
may not form part of the traditional substance abuse workforce, with education and training 
on brief interventions for substance use and the ways in which substance use augments 
women’s risks for HIV and victimisation.
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Substance abuse services for women in South Africa
Given the high prevalence of problem drinking among South African female drinkers 
and the clinical and behavioural consequences associated with substance use among 
women, it is essential for women to have access to a broad range of substance-related 
prevention, early intervention and treatment services. Prevention and early intervention 
services suitable for use among women (including services for the prevention of 
FASD) have been described in other chapters, so this section will focus on describing 
the availability and appropriateness of substance abuse treatment services for South 
African women.

Availability of, and access to, substance abuse treatment for South African 
women
A convergence of evidence suggests that women with substance use disorders are less likely, 
over their lifetime, to enter treatment than their male counterparts (Greenfield et al, 2007a; 
Sun et al, 2006; Luseno et al, 2010). South African research findings also suggest that 
women are underrepresented in substance abuse treatment facilities. For example, in several 
regions of the country women comprised less than a fifth of the total treatment population 
for the second half of 2008 (see Table 4.1) (Plüddemann et al, 2009).

Women from disadvantaged South African communities are especially underrepresented 
in substance abuse treatment services, accounting for only a small proportion of the total 
population of women in treatment. For example, private for-profit treatment facilities 
serve the largest proportion of female clients, who comprise primarily white South 
Africans with the financial means to pay for treatment (Myers et al, 2009; Myers & Fakier, 
2007). Taken together, these findings probably reflect the limited extent to which poor 
women specifically (and women in general) are able to access substance abuse treatment 
services in South Africa rather than lower levels of treatment need among substance-using 
women.

Table 4.1: Proportion of women admitted to substance abuse treatment, by province 
(January–June 2008)*

Region/province Proportion of women in 
treatment (%)

Proportion of women  
<20 years old in treatment (%)

Gauteng 18 13

KwaZulu-Natal 11 –

Eastern Cape 20 16

Northern Region# 11 13

Free State 17 4

North West 24 5

Northern Cape 19 15

Western Cape 25 22

* Extracted from the South African Community Epidemiology Network on Drug Use Project (Parry et al)
# Northern Region refers to Limpopo and Mpumalanga provinces.
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Evidence that women from disadvantaged South African communities experience more 
barriers to accessing treatment services than their male counterparts provides partial 
support for this explanation (Myers & Fakier, 2007). In addition, even though the 
most powerful barriers to substance abuse treatment utilisation for women are similar 
to those experienced by men (limited awareness of when, where and how to access 
services; geographic access barriers, such as lengthy travel times; affordability barriers, 
including competing financial priorities; and concerns about treatment), these barriers 
disproportionately affect women’s use of treatment services relative to their male 
counterparts (Myers, 2007). The saliency of these barriers for poor women relative 
to men is partly attributable to the patriarchal nature of South African society, where 
the incomes of many poor South African women are controlled by their male partners; 
women therefore are less likely than men to be able to afford the direct or indirect 
(travel) costs associated with treatment. In addition, many poor households in South 
Africa remain female-headed, where there is a constant struggle for survival (Coovadia, 
2009). For women in these households, accessing treatment is less of a priority than 
ensuring that the basic needs of their families are met.

These findings highlight the importance of improving the availability and affordability 
of substance abuse treatment services for poor women in the country. Outpatient mobile 
clinics are an affordable way of improving service availability while ensuring that new 
services are located within communities and are therefore geographically accessible. The 
costs associated with commuting to treatment can also be reduced by providing women 
with tokens for public transport.

Apart from difficulties in accessing available substance abuse services, another 
challenge to women’s uptake of, and engagement in, substance abuse treatment is their 
concern about the quality and gender-appropriateness of care (Myers et al, 2009). For 
women, an important indicator of service appropriateness is the degree to which services 
are gender-responsive.

Towards gender-responsive substance abuse treatment services:  
gaps in the appropriateness of care
Although the evidence-based practice guidelines described in Chapter 2 apply to the 
treatment of women, female substance users often have more complex and varied treatment 
needs than their male counterparts, and may therefore require more comprehensive and 
intensive services (Greenfield et al, 2007a.). There is compelling evidence that, when 
compared to men, women are likely to have more severe AOD problems on treatment entry 
(Arfken et al, 2001; Simpson & McNulty, 2008), more severe and greater co-occurring 
mental disorders (De Wilde et al, 2004; Grella & Greenwell, 2007; Langan & Pelissier, 
2001), multiple traumas related to childhood physical and sexual abuse (Farley, 2004; 
Grella & Greenwell, 2007; Sacks et al, 2008; Stewart et al, 1996), greater problems related 
to intimate partner violence (Chermack et al, 2000; Fals-Stewart & Kennedy, 2005) and 
more unstable housing environments (Grella & Greenwell, 2007; Simpson & McNulty, 
2008; Wenzel et al, 2001).

These findings have important implications for the delivery of treatment services. 
First, women in substance abuse treatment appear to have very different treatment needs 
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compared to their male counterparts (Grella & Greenwell 2007; Simpson & McNulty, 
2008). Effective treatment for women thus requires that treatment programmes tailor 
their services to meet the unique needs of female clients. Such tailoring would involve 
assessing the problem-severity and service needs of all female clients on multiple domains 
of functioning (including mental health, family and parenting, health and vocational or 
occupational domains) and providing female clients with a comprehensive menu of service 
options targeted at meeting their specific set of needs (Grella & Greenwell, 2007; Sacks  
et al, 2008; Simpson & McNulty, 2008; Sun et al, 2006). The importance of providing 
female clients with a comprehensive range of services is highlighted by findings from a large 
US study on treatment effectiveness. This prospective cohort study of 3 142 clients (1 123 
women and 2 019 men) from 59 treatment facilities found that, although both men and 
women benefit from the provision of comprehensive services, the impact of these services 
on post-treatment substance use outcomes is greater for women relative to men, even when 
individual pre-treatment characteristics are controlled for (Marsh et al, 2004).

Access to gender-responsive mental health services is particularly important for female 
substance use outcomes. Studies comparing the substance use outcomes of women assigned 
to treatment programmes that offer integrated, gender-responsive mental health and trauma 
services to the outcomes of women assigned to treatment-as-usual report better outcomes 
for women assigned to the integrated service conditions (Clark & Power, 2005; Messina et 
al, 2009). For example, a randomised trial of a gender-responsive substance abuse treatment 
programme for female prisoners (which addressed women-specific treatment needs related 
to trauma) found that women randomised to this condition had greater reductions in 
drug use, were more likely to remain in continuing care services, and were less likely to 
be reincarcerated than women randomised to a standard treatment programme with no 
focus on women-specific issues (Messina et al, 2009). Despite persuasive evidence that 
the provision of comprehensive, integrated substance abuse and mental health services 
improves women’s treatment outcomes, access to mental health and other wrap-around 
health and social welfare services is limited in South African treatment. Findings from audits 
of treatment services in the country show that less than a quarter of services provide clients 
with access to mental health services (Myers et al, 2007). This raises concerns about the 
effectiveness of current treatment services for women with substance use disorders, who 
often have high levels of co-occurring mental disorders (Sun et al, 2006).

Another gender-responsive service consistently associated with better treatment outcomes 
for women is the provision of childcare services within the course of treatment (Claus et 
al, 2007). The provision of these services addresses a major barrier to women’s entry into, 
and engagement in, substance abuse treatment (Appel et al, 2004; Myers, 2007; Stewart 
et al, 2007; Tucker et al, 2004), thereby improving treatment outcomes. For instance, one 
large national study of outpatient treatment services in the United States found a significant 
positive relationship between the provision of childcare services and length of stay in 
treatment for female clients, with treatment duration being a powerful predictor of improved 
substance use outcomes (Claus et al, 2007). In addition, a systematic review of 35 empirical 
studies that included solely women subjects, or that analysed female subjects separately 
from male subjects, revealed that the provision of childcare services was a key component 
of effective substance abuse treatment for women (Sun et al, 2006). Despite this, audits of 
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substance abuse treatment facilities in seven of the nine South African provinces reveal that 
few treatment services are providing gender-responsive services aimed at addressing the 
unique service needs of their female population, with only around a third of these facilities 
providing any form of childcare service (Fakier & Myers, 2008; Myers & Fakier, 2007). This 
raises questions about whether existing substance abuse treatment services are able to meet 
the service needs of their female population.

Given the multiple and unique treatment needs of women with substance use disorders, 
several researchers have suggested that gender-specific or women-only services may be more 
effective for the treatment of substance use disorders than mixed-gender programmes (Sun 
et al, 2006). This is mainly because women form a minority group in treatment facilities 
and may feel uncomfortable talking about traumatic or abusive experiences related to their 
substance use in front of male participants (Greenfield et al, 2007a). Yet a systematic review 
of studies examining the effectiveness of gender-specific programmes found that women-
specific treatment services are only more effective than mixed-gender programmes when 
they provide comprehensive services to address the range of problems more common to 
substance-using women or special subgroups of this population, such as pregnant women 
(Greenfield et al, 2007b). For gender-specific services to attain their potential, they therefore 
need to provide a broad range of comprehensive mental health and medical services, life 
skills (including vocational and parenting training) and social services (such as child care) 
to women who may need them (Uziel-Miller & Lyons, 2000).

Apart from short-term treatment gains, women receiving comprehensive gender-specific 
services also show sustained or continued improvement in their treatment outcomes 
compared to women who receive mixed-gender services (Greenfield et al, 2007b; Niv 
& Hser, 2007; Sun et al, 2006). For example, a prospective longitudinal study found 
women treated in comprehensive women-only substance abuse treatment programmes 
had better substance use outcomes at follow-up than those treated in  mixed-gender  
programmes, despite higher levels of initial problem severity among women in the women-
only programmes (Niv & Hser, 2007). In addition, a randomised controlled trial found 
that participants within the gender-specific treatment condition had significantly greater 
reductions in drug and alcohol use over the six-month post-treatment follow-up phase 
compared to participants in the mixed-gender group (Greenfield et al, 2007a). Another large 
quasi-experimental study found that women admitted to agencies providing specialised 
women-only treatment were significantly more likely to complete treatment and engage in 
continuing care services (two markers for sustained treatment gains) than women admitted 
to standard mixed-gender treatment services (Claus et al, 2007).

Despite this convincing body of evidence, South Africa has few gender-specific treatment 
services. For example, a recent audit of treatment facilities in the country found that only 6% 
of treatment facilities in the central and northern regions of the country (together comprising 
the Free State, North West, Northern Cape, Limpopo and Mpumalanga provinces) reported 
providing women-only treatment services (Fakier & Myers, 2008). While the proportion of 
facilities providing women-only services is somewhat higher in other parts of the country, it 
still remains low, at less than a quarter of services (Myers & Fakier, 2007). In addition, there 
are no treatment services presently available in the country that are oriented towards the 
specific needs of pregnant, substance-dependent women, although many facilities do accept 
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pregnant women into their mixed-gender programmes. These findings raise concerns about 
the appropriateness and quality of services available to women with substance use disorders 
in the country and highlight the urgent need to expand services to include women-only 
treatment streams that provide comprehensive services tailored to meet the multiple needs 
of women with substance use disorders. Treatment programmes for pregnant women 
also need to be introduced. For these new services to be effective, service providers will 
require extensive training on evidence-based treatment approaches for women and ways 
of appropriately managing women-specific service needs (such as interpersonal violence, 
trauma, parenting and pregnancy-related issues). These efforts will also require greater 
cooperation between the Departments of Health (responsible for the delivery of health and 
mental health services) and Social Development (responsible for the delivery of substance 
abuse services) to ensure that women in substance abuse treatment receive prioritised 
mental health and other wrap-around health services (including antenatal care) during the 
course of substance abuse treatment.

Conclusion
In South Africa, people who consume alcohol tend to do so in a risky manner, and relatively 
similar proportions of men and women drink at risky levels (Parry et al, 2005). This is cause 
for concern, as women are more vulnerable to the negative consequences of risky drinking 
(and other drug use). Some of the major behavioural consequences of risky drinking and 
other drug use for South African women are increased risk of victimisation (such as through 
sexual coercion or interpersonal violence) and increased HIV-related sexual risks. From this 
discussion, it is apparent that there is a clear need to implement early intervention programmes 
which target these intersecting HIV and victimisation risks for women who use substances 
problematically but are not substance-dependent. Effective research-based programmes 
need to be adopted by state and private partners to facilitate broad implementation and 
ensure sustained benefits.

As early interventions are not intensive enough to change substance use behaviour among 
women who are already substance-dependent, it is important to ensure that women with these 
disorders are able to access substance abuse treatment services. It is quite evident that women 
remain under-represented in substance abuse treatment services, especially poor women 
from the rural provinces of the country. To improve the use of treatment services by women, 
affordability and geographic access barriers to treatment utilisation need to be addressed. Apart 
from this, there are concerns about the appropriateness of current services and the extent 
to which they are able to meet the unique service needs of female clients. To address these 
concerns, services need to improve the extent to which they offer comprehensive services that 
are responsive to women’s treatment needs. These gender-responsive services may include 
the provision of mental health services that address trauma, gender-based violence and other 
mental health issues that often co-occur alongside female substance use, and the provision 
of childcare services that allow women to remain engaged in treatment. The availability of 
women-only treatment programmes (or services within mixed-gender facilities) also needs to 
be improved.
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It is clear that a large amount of work needs to be done to improve access to, and 
the quality of, substance abuse services for women in South Africa. This may require 
mainstreaming interventions for women with substance use disorders into the public health 
system where vulnerable women are typically served (such as reproductive health, children’s 
health and HIV services within community clinics). For instance, all women of child-bearing 
age attending primary healthcare services should be routinely screened for alcohol (and 
other drug) use. Preconception screening is especially important to prevent alcohol-exposed 
(or other drug-exposed) pregnancies. Those women who are identified as being at risk for 
a substance-exposed pregnancy would then benefit from an early intervention programme 
to stop or reduce drinking and/or increase their use of contraception. Such interventions 
however will require better cooperation between the Departments of Health (responsible 
for the delivery of primary health services) and Social Development (responsible for the 
delivery of substance abuse services) and close collaboration between researchers, policy-
makers, service planners and service providers in both the public and private health and 
social welfare service sectors. In addition, any effort to improve services for women needs 
to be carefully monitored to ensure that service improvements translate into improved 
substance use outcomes.
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5  Addiction as virtual seeking: 
evolutionary insights into addiction

David Kibel and Dan J. Stein

Introduction
The vast majority of current medical and psychiatric research focuses on ‘proximal’ 
mechanisms – the underlying psychobiological mechanisms, including psychological 
and neurobiological processes, that contribute to the onset or maintenance of disorders. 
However, there is growing interest in both medicine and psychiatry in the relevant ‘distal’ 
mechanisms – the evolutionary mechanisms that play a role in these conditions. Why We 
Get Sick: The New Science of Evolutionary Medicine (1994) by R.M. Nesse and G.C. Williams 
played a seminal role in this field, and has been followed by a number of textbooks which 
present a wealth of new theoretical and empirical knowledge.

An evolutionary approach may also be useful in understanding substance use disorders. 
Once again, Nesse played a key role in encouraging this view, publishing a seminal paper on 
the topic with Berridge, an article which argued that drugs that induce positive emotions act on 
ancient brain mechanisms that control emotion and behaviour, and give a false signal of a fitness 
benefit (Nesse & Berridge, 1997). However, a range of other authors have also contributed to 
this area and consolidated an evolutionary approach to substance use disorders (Pomerleau, 
1997; Gerard & Higley, 2002). In this chapter, we briefly discuss relevant literature in this area, 
and make the claim that addiction can be understand as ‘virtual seeking behaviour’.

The term ‘virtual’ emphasises the idea that addictive substances act on the brain’s reward 
system (including both its ‘liking’ and its ‘wanting’ components), but that these do not 
in fact involve real-life rewards. The term ‘seeking’ derives from Panksepp’s work (1998), 
where it refers to a key mammalian motivation system (not dissimilar in conceptualisation 
from the ‘wanting’ component of the reward system) which enables animals to find fitness 
opportunities and solutions to recurring survival challenges in the real world (although the 
argument here does not require a complete acceptance of the details of this work).

The conjunction of the two terms ‘virtual’ and ‘seeking’ emphasises both the strength 
of the mechanisms involved in substance use disorders (with substances co-opting 
evolutionary ancient and key mechanisms of survival) and their ultimate futility (given that 
the subjectively experienced rewards are delinked from those derived from living in the 
world; they are narrow and transient, and in effect evade adaptive real-life solutions). This 
kind of disjuncture between narrow subjective experience and broader lived reality, reminds 
the authors of Magritte’s painting, The Human Condition, of looking through a window onto 
a represented depiction of life, rather than participating in it.
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Conservation of key systems, including the motivation system
Mammalian central motivational or brain reward systems help regulate bodily homeostatis, 
and appear to be divided into distinct appetitive (‘wanting’ or seeking) and consummatory 
(‘liking’) components. The ‘wanting’ component refers to behavioural pursuit of a goal, and 
involves the mesolimbic dopaminergic system. The ‘liking’ component refers to the hedonic 
pleasure of receiving a reward, and is mediated by forebrain opioid systems. Thus, the 
search for the desired goal is terminated by a consummatory phase, followed by a quiescent 
period until the cycle begins again. It is possible that a separate system evolved for ‘wanting’ 
so that various ‘likes’ (eg, for food, sex) could be carefully evaluated.

Given the key role the reward system plays in animals, it is not surprising that it is 
highly conserved. Certainly, the mammalian reward system has a similar neuroanatomy, 
with similar neurochemical underpinnings, across a range of species. Studies of the nucleus 
accumbens and the dopamine system in rodents and non-human primates are therefore 
able to shed considerable light on how particular neuronal circuits and their component 
neurotransmitters modulate incentive motivation in humans. The use of dopamine by 
reward systems is particularly ancient; dopamine mediates feeding even in invertebrates. 
Mu-opioid receptor-like DNA sequences have been found in most vertebrate brains.

Substances of abuse act selectively on these evolutionarily conserved brain substrates. 
This is evidenced by the remarkable fact that other mammals quickly exhibit compulsive 
self-administration of precisely the same drugs as are seen in human substance use disorders. 
Nesse and Berridge have argued that when the ‘wanting’ and ‘liking’ systems are exposed to 
substances, the ‘wanting’ system motivates persistent pursuit, despite the lack of pleasure, 
accounting for a core paradox in addiction. Although there are undoubtedly particularly 
‘human’ aspects of the phenomenology and psychobiology of substance use disorders, we 
can learn a great deal about ourselves, and our propensity to abuse substances, by close 
examination of animal models of addiction.

Evolutionary theory and explanations of disease
By elaborating distal, evolutionary mechanisms, evolutionary theory provides a useful 
approach to understanding disease, one which complements our growing understanding 
of the biochemical and physiological mechanisms that underpin illnesses. An important 
principle to note is that although the body is exquisitely designed, it is far from perfect. 
For example, the evolution of human bipedal locomotion provides humans with many 
advantages, including the ability to run further than other mammals over long distances 
(Bramble & Lieberman, 2004). On the other hand, our vertebrae are particularly prone to a 
whole range of medical disorders, including prolapse.

One concept often used in evolutionary medicine is that of ‘mismatch’. Our bodies are 
optimised to function in the ‘environment of evolutionary adaptedness’. However, modern 
life brings with it an entirely different context, and this mismatch may result in a range of 
problems. Thus, for example, our bodies have evolved to have a preference for sweet and 
salty foods, an adaptive choice in environments where food resources are constrained. In 
the modern environment, where refined foods are cheaply available, an epidemic of obesity 
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has occurred. Similarly, our brains are not adapted to cope with addictive substances, which 
‘hijack’ incentive motivational systems.

Psychoactive drugs work either by giving a false signal of impending fitness benefits 
(opportunities) or by blocking fitness loss (blocking defences, eg, pain and anxiety) (Nesse &  
Berridge, 1997). Substances of abuse, for example, act on the SEEKING system, so that 
the organism anticipates reward, and attempts to ingest more of the substance. Substance 
ingestion may lead to transient hedonic pleasure, but in fact such behaviour is maladaptive, 
insofar as the real demands of the environment cannot be addressed. Increasing public 
awareness of the nature of substance use as ‘virtual seeking’ may be a key step in preventive 
efforts, and a model such as this one may also serve as a useful explanatory model at the 
time of initiating treatment.

Another evolutionary model has emphasised the adaptive value of certain traits often 
seen in substance users. In resource-scarce environments, a ‘live-fast-die-young’ strategy 
may be particularly adaptive for individuals who have little emotional or material support. 
Gerard and Higley (2002) have drawn parallels between this phenotype and Cloninger 
Type 2 alcoholics (who display early onset, antisocial behaviour, impaired social function, 
high novelty and low harm-avoidance), and emphasise the role of the serotonin system in 
both impulsive-aggression and alcoholism. Other work has emphasised additional systems.  
For example, the dopamine system is key in the trait of novelty-seeking (Wang et al, 2004).

The SEEKING system: understanding its role in addiction
Panksepp (1998) describes the SEEKING system as a distinct general-purpose system for 
all appetitive searches. The system is mediated by neurons that project from the ventral 
tegmental area (VTA) to the lateral hypothalamic and then to the mesolimbic-mesocortical 
tract (see Figure 2 in the Introduction). The SEEKING system is accessed by all homeostatic 
needs but is to some extent independent of normal homeostatic imbalances (authors’ emphasis). 
Indeed, some needs are so crucial, and the resource so readily available (for example, 
oxygen), that evolution has automated the process of breathing and eliminated choice. Most 
other needs require an active exploratory search and prioritising of choice.

However, the SEEKING system is responsive in the anticipatory phase of reward, more 
than the reward itself, and is most activated under conditions of uncertainty (Fiorillo et al, 
2003). This accounts for why unpredictable intermittent reinforcements (and punishments) 
become profoundly reinforcing (or stressful). Indeed, the special characteristics of the 
SEEKING system, and the neuronal sensitisation that occurs in dopaminergic projections 
after exposure to substances, help explain a number of key features of substance use 
disorders, including rapid acquisition, the increased intensity needed to achieve the desired 
effect, and the worsening of substance use disorders under conditions of stress.

Dopamine stimulants such as cocaine act – at supraphysiological levels – directly on the 
SEEKING system, providing a window into the subjective feelings evoked within the system,  
feelings of excitement and anticipation related to reward anticipation. This is in contrast to 
the subjective experience of opiates such as heroin, which induce a feeling of satisfaction or 
consummatory pleasure. Chronic over-stimulation of the SEEKING system by substances 
overrides consummatory feedback loops, leading to a state of chronic wanting (a ‘thirst 
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that can never be quenched’). This leads to disorganisation or decoupling of appetitive/
consumptive phases of reward systems. Pharmacological modulation of these systems may 
therefore be an important treatment consideration.

Substance use and allostatic overload: a vicious cycle
Allostasis can be defined as the ability to adapt to changing levels of stress or threat, and can 
be conceptualised as deriving from an evolutionarily older homeostatic ability to maintain 
bodily systems intact in response to a varying environment. Homeostatic systems (eg, those 
modulating pH, temperature) are characterised by regulation of a specific set point. Allostatic 
systems (eg, stress response systems, pain systems), on the other hand, have an adaptive 
range rather than a particular set point, are vulnerable to overload, and reflect an exquisite 
link to our social milieu (eg, success, failure) allowing us to adapt to a constantly changing 
world.

Substance use disorders reflect a state of allostatic overload (in common with major 
depression), with consequent damaging metabolic effects on the body, and in particular the 
brain. This arises in part because those suffering from these conditions are caught in a web 
of salient cues, constant drug-seeking (craving) and withdrawal, resulting in a vicious cycle 
of ever-increasing impairment. Stressors may lead to an increase in substance abuse, and 
impairment caused by such abuse may lead to an increase in stressors.

Evolutionary theory predicts that certain events are particularly stressful: social 
isolation or loss of attachment, unaccepted loss of rank or support, and uncertainty and 
unpredictability. In response to such stressors, it may be adaptive to alter one’s physiological 
response to the environment, to ensure increased salience to environmental threat. On the 
other hand, individuals may be vulnerable to allostatic overload by virtue of genetic factors 
and a range of stressors, including early life experiences. Part of the treatment of substance 
use disorders involves psychotherapy, with identification of stressors that trigger relapse, 
and learning more adaptive responses to stressors.

Encephalisation, neuroplasticity and human choice
Although evolutionary theory emphasises the conservation of important homeostatic and 
allostatic systems across species, it also provides key insights into cross-species differences. 
A particularly important difference between rodents, non-human primates and humans is 
the degree of encephalisation. In primates, increasingly sophisticated cognitive-affective 
systems are available for responding to the environment. These allow the organism to 
develop a broad range of adaptive responses to challenges. The evolution of the prefrontal 
cortex in humans appears to have given a huge advantage via an ability to capture and retain 
information over longer and longer periods of time, allowing the development of hindsight, 
foresight and memory.

An important theme in addiction is an inability to learn from past experience (ie, 
extract the main theme, repeating the same damaging behaviours). The disinhibiting effects 
of alcohol quickly corrode any carefully reasoned rationale and intention to keep clean, 
opening the doors to other addictions (alcohol and cocaine, alcohol and sex/love addiction). 
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Similarly, individuals with frontal lobe injury are vulnerable to substance use disorders. 
Furthermore, during the process of addiction, there is often self-deception. At the same 
time, our prefrontal capacity for weighing up different options may be central in allowing 
treatments that focus on understanding factors which promote substance use, and on 
developing more flexible responses.

A number of treatment approaches to substance use disorders place significant emphasis 
on choice. There is also a growing understanding of neuroplasticity, and possibilities for 
learning new choices. There is constant learning and unlearning taking place in the brain 
to allow new skills, new identities, new attachments. In recovery from addiction, a process 
of relearning takes place. The brain changes necessary to accommodate the drug itself, 
drug-associated behavioural patterns and psycho-social consequences of using take time to 
repair and unlearn. This can be a relatively long process as old skills are revived, neglected 
relationships resurrected, new coping skills learned, new attachments formed and identities 
established. The AA adage, ‘one day at a time’, appears apposite.

Conclusion
In conclusion, evolutionary principles may be useful in conceptualising substance use 
disorders. We have emphasised their relevance to clinical treatment of substance use 
disorders. Evolutionary medicine has received significant criticism on the grounds that it tells 
‘just so’ stories (Wright, 1995) which cannot be proven or disproven. Nevertheless, we hope 
that by grounding our argument within contemporary evolutionary theory and empirical 
neuroscience, and by spelling out some of the practical implications of an evolutionary 
psychiatry approach to substance use disorders, we have provided a useful perspective.
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6 Genetics and molecular biology

Shareefa Dalvie and Fleur Howells

Introduction
Family, adoption and twin studies strongly suggest that addiction has high heritability 
(between 30 and 60%) (Kreek et al, 2005). Heritability is a measurement of the proportion 
of the disease phenotype, which is a consequence of the genetic composition (Lewis, 2001). 
Different heritability values are observed for addiction to different classes of substances. 
For example, addiction to cocaine and other opiates has a higher heritability compared to 
hallucinogens. The absence of a clear Mendelian pattern of inheritance in families suggests 
that this type of complex disorder is as a result of inheritance of numerous genetic variations 
(Goldman et al, 2006). Linkage and association studies have identified susceptibility regions 
and genes for alcohol and nicotine dependence. However, these results have proven difficult 
to replicate in independent samples (Li et al, 2009). More recently, genome-wide linkage and 
association studies have identified regions in the genome which may impart small effects to 
phenotype vulnerability. Most genes implicated in substance abuse or addiction function in 
the dopaminergic system, thus reinforcing the importance of this system in the development 
of substance abuse/addiction.

Dopamine
The major neurotransmitter system implicated in drug use and abuse is the dopaminergic 
system, as the activation of this system is related to mechanisms of reward, motivation and 
reward-seeking behaviours (Wise, 2005). 

The nuclei bodies of the dopaminergic system are located in the brainstem, comprising  
the ventral tegmentum and the substantia nigra (see Figure 6.1). The main subcortical 
structure known to play a key role in processes related to drug addiction, including both 
molecular sensitisation (Kalivas et al, 1991; Robinson et al, 1986) and synaptic modification, 
is the nucleus accumbens (Hyman, 2005; Tully et al, 2003; Ungless et al, 2001; Wise, 2004). 
The nucleus accumbens receives dopaminergic input from both the VTA and, to a lesser 
degree, the substantia nigra (Wise, 2009). There are two functional sections within the 
nucleus accumbens: the core and the shell (see Figure 6.2). The core shows greater release 
of dopamine, in response to acute administration of cocaine, amphetamine or morphine, 
than the shell. Cannabis and nicotine have been shown to increase the release of dopamine 
within the nucleus accumbens through indirect pathways.
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Figure 6.2: Coronal view of the striatum (caudate and putamen) and the nucleus accumbens 
(core and shell) from a T2-weighted MRI scan

Source: Figure created by Howells

Figure 6.1: Axial and coronal view of the ventral tegmentum and substantia nigra from a 

T2-weighted MRI scan

Source: Figure created by Howells
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Dopamine is synthesised in the presynaptic terminal of the presynaptic neuron through 
a cascade of enzymatic reactions. Phenylalanine is hydroxylated to form tyrosine (tyrosine 
hydroxylase, the rate-limiting enzyme), which is subsequently hydroxylated to L-dopa. 
L-dopa is then decarboxylated to form dopamine (Ganong, 2001; Kandel et al, 2000) (see 
Figure 6.3). Dopamine is classed as a catecholamine due to it having a catechol nucleus and a  
3.4-dihydroxylated benzene ring. Norepinephrine and epinephrine are also catecholamines,  
and dopamine is required for their synthesis (Kandel et al, 2000). Dopamine, once 
synthesised, is packaged into dopamine-specific vesicles (VMAT) (Fon et al, 1997; Takahashi 
et al, 1997; Wang et al, 1997). Upon depolarisation of the dopaminergic presynaptic 
terminal, the dopamine-containing vesicle docks onto the presynaptic membrane and is 
subsequently released into the synaptic cleft through a process of exocytosis. Decreased 
expression of VMAT2 has been related to chronic use of methamphetamine and rapid 
sensitisation to psychostimulants (Johanson et al, 2006; Wang et al, 1997).

Binding of dopamine to either D1 or D5 receptors leads to activation of a G protein 
(Gs), which is responsible for activating the enzyme adenylyl cyclase (see Figure 6.3). 
This enzyme converts adenosine triphosphate (ATP) to cyclic adenosine monophosphate 
(cAMP). Furthermore, cAMP activates protein kinase A (PKA) by attachment to the 
inhibitory regulatory subunit, thus releasing the active catalytic subunit. This catalytic 
subunit of PKA acts along three pathways: (1) phosphorylation of K+ channels, leading to 
prolonged depolarisation due to continued activity of Ca+2 channels; (2) enhancement of 
vesicle docking and neurotransmitter release; (3) opening of L-type Ca+2 channels, further 
prolonging the depolarisation of the terminal (Kandel et al, 2000).

D1 receptor knockout mice show decreased psychostimulant responsiveness (Xu et al, 
1994) and cocaine sensitisation (Xu et al, 2000). In these mice, after the initial sensitisation 
of the terminal, early immediate genes are activated through phosphorylation of the 
transcription factor, cAMP response element binding protein (CREB). This leads to increased 
expression of Fos, Jun, and ΔFosB (Nestler, 2002; Walters et al, 2003). The induction of 
these genes is rapid and mostly transient. Increased ΔFosB expression has been strongly 
related to increased behavioural response, duration and intensity of sensitisation to cocaine 
and amphetamine (McClung et al, 2004) and decreased sensitivity of the nucleus accumbens 
neurons to glutamate (Peakman et al, 2003). To date, D5 receptor knockouts have failed to 
show similar effects in sensitisation to drugs of abuse (Elliot et al, 2003).

Binding of dopamine to D2, D3 or D4 receptors leads to activation of a G protein (Gi) 
which inhibits adenylyl cyclase. D2 receptors, found primarily on presynaptic terminals, are 
autoreceptors (see Figure 6.3). Activation of the D2 receptors leads to shortened periods of 
depolarisation and decreased release of neurotransmitter (Kandel et al, 2000). Mechanisms 
following the activation of D2 receptors therefore compete with the activities of D1 receptors, 
presynaptically, thus reducing the sensitisation (Beaulieu et al, 2007). PET, SPECT and 
histochemical human studies have clearly demonstrated reduced D2 receptor density in 
the striatum of addicts of cocaine, methamphetamine and alcohol, even after detoxification 
(Guardia et al, 2000; Matsumoto et al, 2001; Volkow et al, 2001, 2004a, 2004b).

It is suggested that reduced D2 receptor density relates to a low dopamine tone, and 
individuals with decreased density of D2 receptors may self-medicate with drugs of 
abuse to increase the activity of their lethargic dopamine systems (Comings et al, 1994, 



Substance use and abuse in South Africa

98

2000). The D2 receptor gene (DRD2) is located on chromosome 11, at q22–q23, and is 
comprised of two alleles: A1 and A2 (Grandy et al, 1989), distinguished by the Taq1A, a 
non-functional restriction fragment length polymorphism (RFLP) located downstream of 
the DRD2 gene. This polymorphism has been associated with polysubstance abuse (O’Hara 
et al, 1993) and age of onset of substance abuse (Comings et al, 1994). In addition, the 
DRD2 Taq1A polymorphism has been related to cocaine, methamphetamine, alcohol and 
nicotine addiction (Connor et al, 2002; Huang et al, 2007; Konishi et al, 2004; Lerman et al, 
1999; Limosin et al, 2002; Noble et al, 1993; Persico et al, 1996; Sabol et al, 1999; Willis-
Owen et al, 2005). Individuals who have the A1 allele of the DRD2 Taq1A polymorphism 
have reduced D2 receptor density (Jonsson et al, 1999; Noble et al, 1991; Noble et al, 
1997; Noble, 2003; Pohjalainen et al, 1998). In 2008, a meta-analysis study, found that 
the A1 allele of the DRD2 Taq1A polymorphism has a small, but significant, association 
with alcohol dependence, and that many previously conflicting results were due to small  
sample sizes and different sample selection criteria. The authors suggested that it is highly 
likely that complex disorders such as alcohol dependence are as a result of a multi-gene 
effect (Smith et al, 2008). In a family study, Hill et al (2008) identified an association 
between a polymorphism (C957T), located in the coding region of the DRD2 gene, and 
alcohol dependence (Hill et al, 2008). It was also demonstrated that this single nucleotide 
polymorphism (SNP) and the Taq1A polymorphism may have an effect on the development 
of dissociative personality disorders and psycho-social behaviours in alcohol-dependent 
individuals (Ponce et al, 2008). In addition, variants within DRD2 have also been implicated 
as risk factors for a more severe prognosis for methamphetamine abuse. The –141C insertion/ 
deletion polymorphism within this gene has been associated with a more rapid onset of 
psychosis within three years following methamphetamine abuse (Ujike et al, 2009) as well 
as alcoholism (Konishi et al, 2004).

D3 and D4 receptors have been implicated in vulnerability to substance abuse. Not 
all studies, however, support this association (Goodman, 2008; Vandenbergh et al, 2000). 
Disruption of these receptors results in enhanced acute response to cocaine (Carta et al, 
2000; Katz et al, 2003; Rubinstein et al, 1997; Xu et al, 1997). Haplotype analysis has 
revealed an association between a 120bp variable number tandem repeat (VNTR) in the 
promoter region, and a 48bp VNTR in exon 3, of the D4 receptor gene (DRD4), and 
methamphetamine abuse (Li et al, 2004). Also, adolescents with the 7-repeat allele of the 
48bp VNTR have an increased risk of drinking greater volumes of alcohol, and have a higher 
lifetime risk of alcohol abuse, compared to adolescents with a different number of alleles 
(Laucht et al, 2007).

Dopamine is packaged into dopamine specific vesicles (VMAT). When the presynaptic 
nerve terminal is excited (depolarisation), dopamine is released through docking of 
dopamine vesicles to the presynaptic membrane, and dopamine is released into the synaptic 
cleft through exocytosis. The dopamine released into the synaptic cleft then diffuses. The 
receptors on the postsynaptic membrane are either excitatory (D1/D5) or inhibitory (D3/D4) 
and activate G proteins that are coupled to the receptors inside the postsynaptic membrane. 
The presynaptic membrane is able to regulate the release of dopamine through activation of 
D2 receptors that are inhibitory and decrease the excitability of the presynaptic membrane. 
In addition, the concentration of dopamine in the synaptic cleft is cleared through the 
reuptake of dopamine through dopamine transporters (DAT).
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Reuptake of dopamine that has not bound to a receptor, ie, the residual transmitter, is 
taken up by dopamine transporter (DAT) on the presynaptic terminal (see Figure 6.3). This 
sequestering of dopamine reduces, or shortens, the duration of dopamine activity in the 
synapse. In addition, the reuptake of dopamine allows repackaging of the dopamine into 
vesicles that are close to the presynaptic membrane, where they are then ready for the next 
depolarisation (Glowinski et al, 1966; Snyder et al, 1969). Cocaine, methamphetamine 
and amphetamine both increase the synaptic concentration of dopamine within the 
nucleus accumbens by directly blocking DAT (Kandel et al, 2000; Ritz et al, 1987). 
Methamphetamine, in addition, has been suggested to reverse dopamine transport through 
DAT (Goodwin et al, 2009). Alcoholics show decreased DAT availability (Heinz et al, 2001). 
Reduced expression of DAT has been shown to increase the tone of dopamine within the 
synaptic cleft (Giros et al, 1996; Jones et al, 1998). Reduced expression of DAT increases 
cocaine- and amphetamine-conditioned place preference with treatment and after treatment 
(over 55 days) with amphetamine (Budygin et al, 2004; Rocha et al, 1998; Sora et al, 1998). 
Of interest, DAT knockout mice, and DAT-blocked wild-type mice, show adaptive changes 

Figure 6.3: Synthesis of dopamine in the presynaptic neuron, regulated by the 

rate-limiting enzyme tyrosine hydroxylase

Source: Figure created by Howells
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in their serotonergic systems within the VTA. Increased serotonin in the VTA increases the 
firing rate of the VTA through activation of serotonin 2 receptors (Pessia et al, 1994), leading 
to indirect release of dopamine in the nucleus accumbens (Mateo et al, 2004). Serotonin has 
been effective in cocaine and amphetamine reward processes (Budygin et al, 2004; Rocha 
et al, 1998; Sora et al, 1998). Genetic associations between the gene that encodes DAT, 
SLC6A3, and cocaine addiction have been suggested (Gelernter et al, 1994). 

Dopamine may be catabolised (broken down) by mitrochrondrial flavoenzyme 
monoamine oxidase (MAO). MAO activity is decreased in alcoholics (Gottfries et al, 1975; 
Major et al, 1978; Major et al, 1981; Oreland et al, 1983). After initial withdrawal from 
alcohol, alcoholics have an immediate increase in MAO, which returns to decreased levels 
by the third week of abstinence (Major et al, 1981; Wiberg, 1979).

Norepinephrine
An important neurotransmitter system that regulates the activity of the ascending 
dopaminergic neurons is the locus coeruleus norepinephrine system. This has been shown 
to enhance dopaminergic system activity during the reward processes of psychostimulant 
abuse (Yamamoto et al, 1998). In addition, it has been suggested that with psychostimulant 
abuse, the release of norepinephrine is greater than that of dopamine (Rothman et al, 
2001).

The locus coeruleus, which is composed of noradrenergic neurons, projects to the VTA 
(Grenhoff et al, 1993) and the nucleus accumbens, as well as to the prefrontal cortex, 
where it modulates dopaminergic projection activity (Gresch et al, 1995). Electrical 
stimulation of the locus coeruleus increases cortical norepinephrine and dopamine levels 
(Devoto et al, 2005). Norepinephrine is synthesised from dopamine, and is also classed as a 
catecholamine. Dopamine is hydroxylated by the enzyme dopamine-β-hydroxylase (DβH) 
to form norepinephrine. This conversion takes place in noradrenergic transmitter vesicles 
(Ganong, 2001; Kandel et al, 2000). DβH is stable in plasma, and plasma levels of this 
enzyme are related to spinal fluid concentrations. DβH inhibitors reduced the production 
of norepinephrine and decreased reinforcement of amphetaminine self-administration in 
rats (Davis et al, 1975).

Cortical activation of α
1
-adrenoceptors (norepinephrine alpha receptors) increases 

dopamine release in the NAc, and increases the behavioural locomotor effect of amphetamine 
(Darracq et al, 1998). Injection of an α

1
-adrenoceptor antagonist (prazosin) into the cortex, 

or systemically, reduces the release of dopamine in the NAc, and reduces the behavioural 
locomotor effect of cocaine and amphetamine (Blanc et al, 1994; Darracq et al, 1998; Drouin  
et al, 2002; Zhang et al, 2005). α

1B
-adrenoceptor knockout mice show decreased drug-induced 

locomotor activity (Drouin et al, 2002). It has been suggested that norepinephrine modulates 
these changes through a cortical to nucleus accumbens glutamatergic pathway, and that this 
pathway is related to the reinstatement of drug-seeking behaviour (Kalivas et al, 2003). 
The α

2
-adrenoceptors are primarily autoreceptors located on presynaptic varicosities of the 

noradrenergic neurons. Decreasing norepinephrine concentrations by supplying an agonist 
to the α

2A
-adrenoceptor (lofexidine) was shown to reduce ethanol self-administration in rats 

(Le et al, 2005). Furthermore, increasing norepinephrine concentrations by supplying an 
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antagonist to the α
2A

-adrenoceptor (yohimbine or RS-79948) reinstated cocaine-seeking in 
rats (Lee et al, 2004). Norepinephrine that is not bound to adrenoreceptors is sequestered by 
norepinephrine transporters (NET). NETs are also capable of reuptake of dopamine (Devoto 
et al, 2001). NET knockout mice lack the ability to reuptake norepinephrine and thus have 
elevated levels of norepinephrine. These mice self-administer cocaine four-fold the amount 
of wild-type mice (Rocha, 2003). A study conducted on a Han Chinese population found 
that the G1278A in exon 9 and the 5’ promoter T-128C polymorphisms within the NET 
gene do not have an association with alcohol dependence. However, this does not preclude 
the NET gene from being involved in alcohol dependence, as other polymorphisms within 
this gene still need to be explored (Huang et al, 2008).

Serotonin
In general, serotonin is seen as a major player in behavioural inhibition (Goodman, 2008). 
Low levels of serotonin have been associated with increased impulsivity, which is suggested 
to underlie aspects of substance abuse and childhood alcoholism (Linnoila et al, 1983), while 
increased levels of serotonin have been shown to attenuate the effects of psychostimulants 
on the dopaminergic system (Rothman et al, 2006). In hand with these findings, it has 
been suggested that serotonin may serve as part of an agonist therapy to reduce addictive 
behaviours (Rothman et al, 2008). Serotonin is a monoamine neurotransmitter, as it contains 
one amino group connected to an aromatic ring by a two-carbon chain (-CH

2
-CH

2
-). 

Serotonin is synthesised from an essential amino acid, tryptophan. There are several brain 
nuclei that synthesise serotonin (5-HT), the major nuclei being the raphe nuclei of the brain 
stem (Kandel et al, 2000).

There are at least 14 subtypes of serotonin receptors: 5-HT
1
 class is inhibitory, while 

5-HT
4
, 5-HT

5
 and 5-HT

6
 classes are excitatory, which are G-protein. Both these types are 

G-protein coupled. The 5-HT
3
 class, when activated, acts as an excitatory ion channel 

(Goodman, 2008). The classes are divided by type 
A-C

. 5-HT
1B

 receptors are found on axon 
terminals of GABAergic interneurons that project from the nucleus accumbens to the VTA 
(David et al, 2004; Guan et al, 1989; Yan et al, 2004). With release of serotonin, the 5-HT

1B
 

receptors inhibit the GABAergic terminal, disinhibiting the VTA. This inhibition of GABAergic 
neurons has been shown to increase levels of dopamine in response to cocaine and other 
rewarding or salient substances (David et al, 2004; Guan et al, 1989; Yan et al, 2004). This 
suggests that down-regulation of 5-HT

1B
 receptors on GABAergic axon terminals may reduce 

the development of addiction. Application of serotonin into the VTA increases the firing 
rate of the VTA, possibly through activation of 5-HT

2
 receptors on the VTA dopaminergic 

neurons (Pessia et al, 1994). Serotonin is sequestered into the presynaptic neuron through 
the serotonin reuptake transporter (SERT). Reduced density of SERT was found in 
methamphetamine addicts, and was positively related to the duration of abuse (Sekine et al, 
2006). The serotonin transporter-linked (5-HTT) polymorphic region (5-HTTLPR), located 
on chromosome 17 has been thoroughly investigated for association with drug and alcohol 
addiction. This region contains a 44bp insertion/deletion polymorphism, which results in 
a short (S) allele or long (L) allele. The S allele is thought to decrease the activity of the 
5-HTT promoter, resulting in lower levels of 5-HTT mRNA and decreased 5-HT uptake. 
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The L allele has the opposite effect on 5-HTT expression (Lesch et al, 1996). The S allele has 
been shown to be significantly more prevalent in alcoholics and drug addicts as compared 
to controls (Gerra et al, 2004; Konishi et al, 2004; Lichtermann et al, 2000; Munafo et 
al, 2005; Sander et al, 1997). Meta-analyses of this polymorphism demonstrated that the 
S-allele is significantly associated with alcohol dependence (McHugh et al, 2010), and 
this association was significantly more profound in individuals with comorbid psychiatric 
diagnosis or a more severe phenotype (Feinn et al, 2005). However, definitive conclusions 
pertaining to the 5-HTTLPR polymorphism cannot be drawn, as these findings could not 
be replicated (Dick et al, 2007; Edenberg et al, 1998; Kohnke et al, 2006; Rasmussen  
et al, 2008).

Glutamate
Glutamate is the central nervous system’s major excitatory neurotransmitter. Glutamate is a 
non-essential amino acid. As a neurotransmitter it is released from neurons and supporting 
cells called glia. Glutamatergic neurons, from the prefrontal cortex and other limbic 
regions, innervate both the VTA and the nucleus accumbens. In these areas, glutamate  
either drives dopamine activity or modulates the neuronal activity of neurons with 
dopamine receptors (Carr et al, 2000). Its receptors are broadly defined as non-NMDA, 
NMDA and metabotropic glutamate receptors. Non-NMDA receptors include AMPA and 
kainate receptors. When these receptors are activated, they elicit fast excitatory postsynaptic 
potentials (EPSPs) through rapid influx of Na+ ions (Kandel et al, 2000; Takahashi, 2005). 
AMPA receptors are fast-adapting in the sense that they are capable of rapid desensitisation 
or internalisation (Attwell et al, 2005; Rusakov et al, 1998), and are able to translocate to 
the surface of the postsynaptic terminals (Ashworth-Preece et al, 1999). Desensitisation 
and internalisation of AMPA receptors reduces the excitability of the postsynaptic terminal, 
while translocation of AMPA receptors to the membrane surface permits reinforcement of 
pathway(s) in which they are involved (Attwell et al, 2005; Derkach et al, 2007). Activation 
of D1 receptors has been shown to increase externalisation and increase activity of AMPA 
receptors (Wolf et al, 2004). Increased AMPA receptor number is seen in the initiation of 
long-term potentiation. This has been shown in the VTA and nucleus accumbens (Sutton  
et al, 2003). AMPA receptors are heteromers of glutamate receptor subunits GlurR1  
through 4. The GluR1 subunit has been shown to increase during behavioural sensitisation 
with cocaine and ethanol (Churchill et al, 1999; Ortiz et al, 1995; Vekovischeva et al, 
2001). However, long-term potentiation requires a second glutamatergic signal, which is 
afforded by the NMDA receptors.

The NMDA receptors require coincidence for their activation. Depolarisation of the nerve 
terminal on which they are found is needed prior to the opening of their ion channels. This 
is made possible by activation of AMPA receptors (Paoletti et al, 2007). When activated, 
NMDA receptors allow large influxes of Ca+2 and Na+ into the synaptic terminal. The terminal 
activities of NMDA receptors are temporally longer than those of non-NMDA receptors 
(Derkach et al, 2007; Paoletti et al, 2007). Calcium entry leads to a cascade of events, 
including internalisation and translocation of non-NMDA receptors in the depolarised 
terminal membrane (Lee et al, 2003). Preventing the activity of NMDA receptors with NMDA 
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antagonists has been shown to prevent drug-induced long-term potentiation, which suggests 
that the development of drug addiction is dependent on neuronal plasticity (Chen et al, 
2008). This goes in hand with down-regulation (decreased number) of NMDA receptors that 
occurs with age, and decreased synaptic plasticity, which includes long-term potentiation 
(Takahashi, 2005). NMDA receptor antagonists have been proposed as a potential therapy 
in relapse and withdrawal prevention (Bisaga et al, 2000). Functional NMDA receptors 
are composed of heteromers of the requisite NR1 subunit, which is expressed through the 
CNS, NR2 subunits A-D, which have temporally and spatially restricted expression patterns, 
and/or NR3 subunits A-B. The subunit NR2A, when deficient (such as in NR2A mutant 
mice), leads to decreased locomotor response to methamphetamine. Mice deficient in the 
NR2A subunit also show slower sensitisation to low doses of methamphetamine. This 
deficiency does not, however, affect their conditioned place preference (Miyamoto et al, 
2004). Ethanol has been shown to inhibit the function of NMDA receptors (Hoffman et al, 
1989; Lima-Landman et al, 1989; Lovinger et al, 1989; Lovinger et al, 1990a; Lovinger et 
al, 1990b), specifically the NMDA receptors with NR2B subunits expressed, while NR2C 
and NR3 subunits show a lower sensitivity to ethanol (Kuner et al, 1993; Masood et al, 
1994). The route in which alcohol inhibits NMDA function is suggested to occur through a 
non-competitive mechanism that phosphorylates and internalises the NR2 subunits, thereby 
reducing long-term potentiation, and increasing long-term depression (Suvarna et al, 2005; 
Wang et al, 1997; Wirkner et al, 2000).

Known metabotropic glutamate receptors include mGluR1–mGluR8. Of these, mGluR5  
is expressed in several areas of the reward system, including the VTA and the nucleus 
accumbens (Kenny et al, 2004). When activated by glutamate, mGluR5 couples to Gq 
and, through activation of phospholipase C, generates diacylglycerol and inositol 1,4,5-
triphosphate. Mice lacking mGluR5 were found to fail in self-administration of cocaine 
(Chiamulera et al, 2001). In addition, an antagonist of mGluR5 (MPEP) disrupted cocaine’s 
rewarding properties and reduced amphetamine’s stimulant effects (Chiamulera et al, 2001; 
Mcgeehan et al, 2004). Thus far, the primary findings have been in psychostimulant drugs, 
as the mGluR5 antagonist (MPEP) does not impair place-conditioned preference to ethanol 
or nicotine (McGeehan et al, 2003). It has, however, been shown to reduce ethanol seeking 
and relapse behaviours (Backstrom et al, 2004).

Of great interest are the interactions of mGluR5 and mGluR1 with the scaffolding protein, 
Homer (Tu et al, 1998; Xiao et al, 1998). AMPA and NMDA receptors at the postsynaptic 
density have both, in turn, been linked to Homer 1 (Tu et al, 1999). These associations 
indicate that Homer exerts an influence on glutamatergic signalling pathways (Kammermeier 
et al, 2000). Homer1b/c isoform is reduced in the nucleus accumbens following cocaine 
withdrawal (Swanson et al, 2001), and Homer 2 has been shown to increase its sensitivity 
to cocaine and ethanol (Szumlinski et al, 2003).

Gamma-aminobutyric acid (GABA)
Gamma-aminobutyric acid (GABA) is the central nervous system’s major inhibitory 
neurotransmitter. The exact role and involvement of GABA in substance abuse is still 
one of controversy and shows great complexity. The precursor to GABA is glutamate. 
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Glutamate is catalysed by glutamate decarboxylase with pyridoxal phosphate (vitamin B6).  
GABA neurons are predominantly interneurons (Kandel et al, 2000). There are three 
classes of GABAergic receptors: GABA

A
, GABA

B
 and GABA

C
. GABA

A
 and GABA

C
 

receptors are ionotropic receptors, and are thought of as fast-acting. Their activity leads 
to hyperpolarisation of the neuron, inhibiting excitation through opening Cl- channels 
(Macdonald et al, 1994; Sieghart, 1995). GABA

A
 receptor may also be activated by ethanol 

and several other drugs, including barbiturates and benzodiazepines (Johnston, 1996). 
Antagonists of GABA

A
 (picrotoxin and bicuculline) decreased self-administration of cocaine 

and ethanol in rats (Petry, 1997; Valles et al, 2005). Also, direct injection of a GABA
A
 

antagonist (picrotoxin) into the VTA led to decreased ethanol consumption and increased 
the release of dopamine in the nucleus accumbens (Ikemoto et al, 1997). Furthermore, 
injection of GABA

A
 agonist (muscimol) systemically, or directly, into the nucleus 

accumbens, decreased self-administration of ethanol (Petry, 1997). GABA
B
 receptors are 

metabotropic, and their activity leads to activation of G-coupled proteins. When activated, 
these G-coupled proteins cause opening of transmembrane K+ channels. They also 
suppress Ca++ channels, and reduce the activity of adenylate cyclase (Chen et al, 2005; 
Koob, 2004; Kuriyama et al, 2000). A GABA

B
 receptor agonist (baclofen) has been found 

to attenuate self-administration of d-amphetamine, ethanol, and nicotine, in rats (Colombo 
et al, 2002; Di Ciano et al, 2003; Fattore et al, 2002; Paterson et al, 2004), and to reduce 
craving of these in addicted patients (Addolorato et al, 2002; Ling et al, 1998; Shoptaw 
et al, 2003). It has been suggested that GABA

B
 agonists modulate the excitation of VTA 

dopaminergic neurons, thereby reducing the firing or tonic activity of the VTA (Lacey et al, 
1988; Pinnock, 1984). GABA agonists and GABA antagonists are able to increase a brain 
stimulation reward process, which suggests a complex interaction between presynaptic 
and postsynaptic receptors. This accentuates the diverse nature of GABAergic interneuron 
function in different brain areas with addictive processes. As a target for genetic studies, the 
diversity of the GABAergic system is restrictive.

Polymorphisms within the GABA
A
 receptor genes have been found to have an 

association with alcohol (Krystal et al, 2006) and illicit drug dependence. The GABRA2 
gene, which is located on chromosome 4, and which encodes the α-2 subunit of the 
GABA

A
 receptor, has in particular been implicated on several occasions (Agrawal et al, 

2006; Covault et al, 2004; Dick et al, 2006; Edenberg et al, 2004; Fehr et al, 2006; 
Lin et al, 2003; Soyka et al, 2008). However, these findings were not supported in 
subsequent studies involving other population groups (Lind et al, 2008; Onori et al, 
2010). An additional study identified an association between SNPs within the gene 
encoding the GABA

A
 γ-1 subunit (GABRG1) and alcohol dependence. These same authors 

also demonstrated that GABRA2 and GABRG1 are in linkage disequilibrium, which may 
account for the previous association of GABRA2 with alcohol dependence. Thus, any 
previous associations implicating GABRA2 in alcohol dependence may be due to the 
relationship with GABRG1 and not due to a direct association with alcohol dependence 
(Covault et al, 2008). Individuals with particular GABRG2 variants are at a higher risk of 
developing methamphetamine dependence (Nishiyama et al, 2005). In addition, GABAB2 
polymorphisms, which encode subunit 2 for the GABA

B
 receptor, have been implicated 

in nicotine dependence (Beuten et al, 2005a).



Genetics and molecular biology

105

Nicotine abuse
The molecular mechanisms that underlie nicotine addiction are not completely understood 
(Watkins et al, 2000). What is known is that nicotine binds to nicotinic acetylcholine 
receptors (nAChRs), which are expressed in both the peripheral and central nervous 
systems. Nicotine self-administration has been shown to enhance the release of dopamine 
in the nucleus accumbens, amygdala and prefrontal cortex (Wise, 2004). The α4β2 nAChR 
subtype has been strongly implicated in nicotine addiction as: (1) an antagonist (DHβE), as 
well as a partial antagonist (SSR591813), to the α4β2 nAChR subtype, decreased release of 
dopamine in the nucleus accumbens of the rat brain, and decreased self-administration of 
nicotine in rats (Cohen et al, 2003; Watkins et al, 1999); (2) genetic deletion of β2 subunit 
prevents nicotine self-administration in rats (Picciotto et al, 1998); (3) genetic deletion of 
α4 subunit or β2 subunit shows decreased affinity in nicotine binding (Picciotto et al, 1995, 
1998); (4) the increased expression of the α4β2 nAChR subtype has been suggested to lead 
to nicotine addiction (Markou, 2008). 

Catechol-O-methyl transferase (COMT) is involved in the degradation of dopamine within 
the prefrontal cortex (Wang et al, 2001).The Val158Met polymorphism within the COMT 
gene, located on chromosome 22, has demonstrated an association with nicotine dependence 
(Beuten et al, 2005b), as well as with vulnerability for polysubstance abuse (Vandenbergh et 
al, 1997). The Val/Val genotype has been shown to be significantly associated with smoking 
cessation (Omidvar et al, 2009). Individuals carrying the Val allele demonstrate a 40% 
increase in COMT activity in the brain as compared to those with the Met allele. Higher 
COMT activity is associated with lower levels of dopamine in the prefrontal cortex and, in 
turn, results in abnormal prefrontal cortical function (Chen et al, 2004). Twin studies have 
indicated that initial use of tobacco products has high heritability, approximately 75% (Maes 
et al, 2004). Continued smoking, which leads to nicotine dependence, has heritability of 
between 60% and 75% (Maes et al, 2004; True et al, 1999; Vink et al, 2005). This indicates 
that an individual’s genetic background plays an important role in smoking addiction.

Cannabis abuse
Cannabis use and dependence has been shown to aggregate in families (Bierut et al, 1998; 
Brook et al, 1983; Brook et al, 1991; Johnson et al, 1984; Johnson et al, 2002; Merikangas et al, 
1998). Use and dependence on cannabis has been related to genetic and environmental factors 
(Agrawal et al, 2004a,b; Kendler et al, 1998, 2003; Lynskey et al, 2003; Maes et al, 1999; Miles 
et al, 2001; Rhee et al, 2003; Tsuang et al, 1998; van den Bree et al, 1998). An association study 
linked cannabinoid-type1 (CB1) receptor expression and polysubstance abuse in humans (Zhang 
et al, 2004). Tetrahydrocannabiol is the main psychoactive ingredient of cannabis and acts at 
the CB1 receptor. The CB1 receptor is widely expressed throughout the peripheral and central 
nervous systems, including glia of the central nervous system. The majority of CB1 receptors 
are found presynpatically, and are coupled to inhibitory Gi/Go proteins. When activated, these 
proteins lead to inhibition of neurotransmitter release (Rada et al, 1998). CB1 receptors are 
not found on dopaminergic neurons. However, activation of CB1 receptors has been shown 
to enhance dopamine release. It has been suggested that CB1 receptors on GABAergic neurons 
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that innervate the VTA lead to disinhibition of VTA tonic activities, resulting in increased release 
of dopamine in the nucleus accumbens (Goodman, 2008).

Genome-wide association studies
Other genetic approaches are employed in the study of substance abuse. Genome-wide 
association studies (GWAS) use genetic variants, eg (SNPs) spread across the whole genome, 
to determine whether specific alleles may be associated with a phenotype (Hirschhorn et al, 
2005). This approach utilises high-throughput genotyping techniques, such as microarray 
analysis, and allows the researcher to investigate most of the genome to determine the 
chromosomal regions or genes having an association with a disease (Baum et al, 2008). 
These studies are not hypothesis driven (Hirschhorn et al, 2005), and are thought to be 
useful for identifying variants which predispose to the development of complex disorders 
(Drgon et al, 2010).

Several GWAS have been carried out in relation to addictive substances. Two GWAS have 
identified genes involved in cell adhesion processes to be overrepresented for the general 
addiction phenotype (Drgon et al, 2010; Liu et al, 2006). GWAS for nicotine dependence 
have found the following genes to be highly associated: firstly, Neurexin1 (NRXN1), 
which encodes a cell-surface protein, found mainly on neurons and functions in cell-cell 
interactions (Bierut et al, 2007); secondly, interleukin 15 (IL15), a cytokine, which functions 
as a regulator of T and natural killer cell activation and proliferation (Liu et al, 2009). GWAS 
have also been used in an attempt to identify genomic regions associated with ‘abstaining 
from smoking’. The genes identified as being ‘quit-success genes’ included those involved 
in biological processes such as cell adhesion, transcriptional and enzymatic functions, or 
DNA/RNA regulation. These authors also concluded that continued smoking cessation is a 
result of a polygenic effect (Uhl et al, 2008). Caporaso et al (2009) were unable to find any 
SNP that had significance for smoking behaviour in a group of European subjects (Caporaso  
et al, 2009).

However, many of the results that have been produced from GWAS have been unable 
to be replicated in independent studies. Due to phenotypic and locus heterogeneity, this 
may imply GWAS are not an ideal platform for identifying causative or associated variants 
of substance abuse disorders or psychiatric disorders. GWAS assumes the common disease 
common variant model (CDCV), which dictates that the disease phenotype is a result of 
multiple variants of small effect. However, these ‘common’ variants are undetectable by 
GWAS, which suggests that an alternate model be considered for complex disorders (Mitchell 
et al, 2009). Therefore, much of the current research on substance abuse has focused on  
gene-environment interactions, as well as epigenetic modifications.

Environmental effects on gene expression
The heritability for alcohol dependence, for example, is approximately 60%. This indicates 
that other factors, apart from genetics, are also involved in the development of addiction 
(Clarke et al, 2008). It has become quite evident that complex phenotypes, such as addiction, 
are not caused by a single gene effect, but are rather as a result of interactions between 
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numerous genetic factors and the environment (Li et al, 2009) (see Figure 6.4). The Virginia 
Twin Study demonstrated that, in early adolescence, the initial use of nicotine, alcohol and, 
cannabis is more strongly determined by familial and social factors rather than by genetic 
factors. However, with age, familial and social factors in substance abuse decline, so that by 
young to middle adulthood, genetic factors play a greater role. These results suggest that 
genetic factors override, or lead to, the persistence of substance use (Kendler et al, 2008). 
For example, the environment may prevent an individual from abusing a substance in the 
first instance, but may not be able to help a person who is already addicted (Rutter, 2006). 
However, this does not suggest that interactions between the environment and genetic factors 
do not increase the likelihood of developing an addiction (Mayer et al, 2005). Suggested 
behavioural characteristics, including impulsivity, risk-taking and novelty-seeking, are 
thought to lead to the initiation of substance use, and include the transition to addiction 
(Kreek et al, 2005). Some environmental risk factors include maternal stress, substance abuse  
during pregnancy, stressful life events, peer pressure and head injury (Clarke et al, 2008). 
In fact, some may argue that genetic susceptibility information may not have a significant 
impact on society. For example, a smoker may be less confident in his ability to quit if he 
is at a higher genetic risk to be a smoker (Humphreys, 2009). Nevertheless, several studies 
have investigated the effects of interactions between genes and the environment. Gene-
environment interactions are defined as the effects of an environmental risk factor on an 
individual’s health, based on that person’s genotype at a particular locus (Caspi et al, 2006; 
Legrand et al, 2008). In other words, a genotypic effect may be attenuated or enhanced by 
certain environmental conditions (Legrand et al, 2008). The hypothalamic pituitary axis 
(HPA), which is involved in the body’s stress response, has been investigated extensively 
in terms of substance abuse (Clarke et al, 2008). Stimulation or depression of the HPA is 
thought to have an influence on addiction (Kreek et al, 2005).

Childhood trauma has been suggested to be one of the major components, or risk factors, 
in the initiation and persistence of substance abuse (Dube et al, 2003). It has been proposed 
that the stress of ‘childhood traumatic events’ leads to a myriad of neurophysiological events 
that alter the development of the brain (Andersen, 2003; Teicher et al, 2002). It has further 
been suggested that there are windows of development during which the brain shows greater 
vulnerability to environmental factors that encourage addictions (Andersen et al, 2009). It 
has been observed that the environment has a greater role than genetics in influencing 
‘externalising behaviour’ in adolescent males who reside in rural areas, as compared to their 
urban counterparts. This observation is based on the hypothesis that individuals living 
in urban areas have a greater personal choice, less influence from the environment and, 
therefore, a greater chance of genetics navigating their behaviour. Externalising behaviour 
is defined as ‘unwillingness to conform to rules’ and ‘compulsive substance abuse’ (Legrand 
et al, 2008).

The combination of the 3-repeat polymorphism in the promoter region of the MAOA 
gene and a dysfunctional environment, such as abuse or maltreatment, has been associated 
with alcohol-related problems in male adolescents (Nilsson et al, 2007). However, the 
longer 4-repeat allele has been associated with unfavourable environment and alcoholism in 
females (Nilsson et al, 2008). The 4-repeat allele leads to an increased level of MAOA activity, 
as compared to the 3-repeat allele (Deckert et al, 1999). The 5-HTTLPR polymorphism 
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has also been shown to have an interaction with adverse environmental conditions and 
alcoholism. A study conducted on rhesus macaques showed that those monkeys with the 
L/S genotype that were peer-reared instead of being reared maternally had greater ethanol 
consumption (Barr et al, 2004). Similarly, in humans, individuals with the heterozygous 
(L/S) genotype who were maltreated as children were more likely to have an early onset of 
alcohol use (Kaufman et al, 2007).

Epigenetics of substance abuse
The various functions and structural differences arising from different cell types in a 
multicellular organism are largely governed by differential gene expression in the cells. 
Epigenetics is the study of gene expression changes that are observed during development, 
and are mediated by stable alterations, which are subsequently inherited by daughter cells 
after mitosis. These alterations, which result from stochastic events, or environmental 
factors, are reversible. They do not result in changes to the actual DNA sequence (Jaenisch 
et al, 2003), but are governed rather by factors that are ‘above the genome’ (Renthal et al, 

Figure 6.4: A diagrammatic representation of the interactions between genes, biological 
pathways and the environment leading to the substance abuse phenotype
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2008). DNA methylation and histone protein modification are two of the most commonly 
investigated mechanisms of epigenetics (Jaenisch et al, 2003).

Histones are a class of proteins involved in the packaging of the DNA sequence into a 
cell, and ultimately form the DNA-protein complex known as chromatin. The basic unit 
of chromatin is the nucleosome, which constitutes an octamer of core histone proteins 
surrounded by approximately 147bp of DNA. In its open conformation, chromatin is referred 
to as euchromatin, and in its more condensed, closed conformation, heterochromatin. 
Several types of covalent modifications are imposed on the amino acid residues within the 
‘tails’ of histone proteins. Briefly, these include methylation, acetylation, phosphorylation, 
ribosylation, sumolation and ubiquitination. Acetylation is one of the commonly studied 
modification of histones, and it has been observed that hyperacetylation is associated with 
euchromatin, and hypoacteylation with hetrochromatin. The lysine and arginine amino 
acids of histones are often methylated, which may result in activation or silencing of a gene 
depending on which amino acid residue is de/methylated (Hake et al, 2004). It is thought 
that numerous post-translational modifications to chromatin are responsible for the final 
product of a particular gene (Renthal et al, 2008).

DNA methylation is predominantly found on the cytosine molecule of the cytosine-
guanine dinucleotide repeats (referred to as CpG islands) of the DNA sequence, and results 
in the silencing of that particular section of the genome. During mammalian development, 
waves of methylation and demethylation occur at various time points, resulting in the 
expression of the appropriate genes (Jaenisch et al, 2003).

In 2009, Liu et al conducted an investigation to determine the effects of alcohol on 
methylation patterns during early embryonic neurulation. They found that cultured 
mouse embryos treated with alcohol had overall retarded growth, as well as developmental 
abnormalities of the heart, neural tube, brain vesicles, optical system and limb buds. Using 
a genome-wide platform, they observed changes in methylation patterns (both increased 
and decreased) in the embryos exposed to alcohol, and compared these to untreated control 
embryos. Altered methylation patterns were also correlated to severity of neural tube 
phenotype. Methylation changes were more prominent in embryos with open neural tubes 
than in those with closed neural tubes. Pathway analysis showed that the 147 genes that 
were hypermethylated in the alcohol-exposed group were genes involved in core embryonic 
developmental pathways (Liu et al, 2009).

Conclusion
There is high heritability in substance abuse. At present, a key neurotransmitter system 
for understanding normal reward, as well as the initial abuse and then the development of 
addiction to substances of abuse, is the dopaminergic system. Several other neurotransmitter 
systems may, however, also play a role in both normal reward and substance use disorders. 
An important goal of substance abuse research is to determine the genetic susceptibility to 
substance abuse. Work has focused on the genetics of relevant processes (eg, reward, stress), 
as well as on gene differences in substance abusers versus healthy controls. Recent advances 
in technology have allowed the interrogation of entire genomes, as well as the understanding 
of the complexities of epigenetic modifications. GWAS have identified promising regions 
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in the genome that may impart small effects towards the development of an addiction. 
However, GWAS do not show reproducibility. Studies such as those involving epigenetics 
are able to identify substance-induced gene expression changes, helping to understand the 
interplay between the environment and behavioural characteristics in the development of 
an addiction. Although the molecular basis and susceptibility to substance abuse has only 
begun to be unravelled, it is likely that further advances will be made in the not too distant 
future.
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7  Brain imaging and neural circuitry in 
methamphetamine users

Ernesta M. Meintjes, Anne Uhlmann and Paul Carey

Introduction
Although the effects of illicit drugs on brain structure and function have not been fully 
characterised, current findings suggest negative neurobiological consequences of adolescent, 
young adult and adult substance abuse. These include changes in white matter integrity 
and arrangement, irregularities in cerebral function and disruptions of homeostatic levels 
of neurotransmitters and brain metabolites, as well as brain structural and functional 
changes. Brain imaging methodologies have contributed enormously to understanding the 
psychobiology of addiction (Volkow & Li, 2005; Volkow et al, 2004). Magnetic resonance 
imaging (MRI), in particular, is a powerful tool with which to probe the varied elements of 
the neurocircuitry of substance abuse non-invasively.

As has been emphasised in previous chapters, there has recently been a notable increase 
in South Africa in the abuse of methamphetamine (MA), especially among adolescents and 
young adults. Worldwide, MA has become one of the fastest-growing illicit drug problems 
(Rawson & Condon, 2007). It is popular as a party drug because it has both stimulating and 
hallucinatory effects (Geibprasert et al, 2009). Its principal effects are to increase, through 
various mechanisms, the synaptic levels of the biogenic amines, dopamine, norepinephrine 
and serotonin (Goodman et al, 2001; Madras et al, 2005). Accumulating evidence of brain 
changes following methamphetamine abuse lends support to the notion of toxic effects of 
methamphetamine on the adult brain.

Structural brain abnormalities associated with MA abuse
Brain morphometry
Bartzokis et al (2000) performed the first controlled study comparing methamphetamine-
dependent men with cocaine-dependent men and men who did not use drugs. Total grey 
matter and white matter volumes were computed by manual tracing of the MR images. 
In both the substance-abusing groups, temporal lobe total and grey matter volumes were 
reduced compared to controls, accompanied by larger temporal lobe white matter volumes, 
while no differences were found in the frontal lobe. The study was limited by the fact 
that volumes of only parts of the temporal and frontal lobes were quantified. In 2004, 
Thompson et al found, using a high-resolution surface-based analysis of structural MRI 
data acquired at 3T, that methamphetamine users displayed less grey matter compared to 
controls in cingulate, limbic and paralimbic cortices. MA users also demonstrated white 
matter hypertrophy and smaller hippocampal volumes, the latter being correlated with 
performance on a word recall test.
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Subsequently, a series of studies have examined structural brain abnormalities in MA 
abusers, often reporting divergent and inconsistent findings. For a summary of these, 
the reader is referred to an excellent review by Berman and colleagues (Berman et al, 
2008). The inconsistency reported in the literature may in part be attributable to the 
large range of techniques, and their varying properties, that have been employed to 
analyse structural MRI data. These have included methods such as manual tracing, 
pattern matching, voxel-based morphometry, tensor-based mapping, cortical thickness 
mapping, quantification of white matter signal hyperintensities, and diffusion tensor 
imaging. Studies have also been limited by the use of cross-sectional designs that cannot 
characterise unambiguously the influence of MA abuse on normal developmental 
trajectories, while sex differences, severity of MA abuse and the duration of abstinence 
may account for some of the discrepancies. Despite these limitations, structural brain 
abnormalities have consistently been reported in MA-abusing subjects compared to 
healthy non-abusing controls (Berman et al, 2008).

The structural abnormality that has been most consistently reported in MA-abusing 
subjects is lower cortical grey matter density or volume (Bartzokis et al, 2000; Thompson 
et al, 2004; Kim et al, 2006; Cowan et al, 2003). Three studies have reported reduced 
grey matter in the temporal lobe (Bartzokis et al, 2000; Thompson et al, 2004; Cowan  
et al, 2003), three in the frontal lobe (Thompson et al, 2004; Kim et al, 2006; Cowan et al, 
2003), two in the occipital lobe (Thompson et al, 2004; Cowan et al, 2003) and one in the 
parietal lobe (Thompson et al, 2004). Only one study has reported an increase in cortical 
grey matter volume, which was localised to the parietal lobe (Jernigan et al, 2005) and was 
correlated with cognitive impairment.

Of the two studies that have assessed striatal grey matter, both found increased striatal 
volumes in MA-abusing adults compared to controls (Chang et al, 2005; Jernigan et al, 
2005). By contrast, a study of seven-year-old children who had been exposed to MA  
in utero reported smaller striatal volumes compared to healthy non-exposed children (Chang 
et al, 2004). The authors interpreted these findings as evidence of prenatal dopaminergic 
neurotoxicity. In adults it has been suggested that increased striatal volume, which has 
been shown to be associated with better cognitive performance, lower lifetime MA use and 
greater neuroplasticity, might be a compensatory response to initial neurotoxicity, which 
might fail above a cumulative neurotoxic load.

Berman et al (2008) noted, however, that similar enlargement of the striatum is induced by 
neuroleptic treatment of schizophrenic patients. First-generation antipsychotic neuroleptics 
more frequently cause tardive dyskinesia (TD), and are akin to some of the movement 
disorders reported in MA abusers (Downes & Whyte, 2005). Since second-generation 
neuroleptics are, by virtue of differing interaction with dopaminergic receptors, less likely 
to cause TD, and in some cases may even reverse both TD and enlargement of the striatum 
(Margolese et al, 2005), Berman et al (2008) suggest that larger basal ganglia volume in MA 
abusers might provide evidence that direct catecholamine effectors have a high potential 
for toxicity. Pharmacologic disturbances of catecholamine metabolism, especially dopamine 
metabolism, may be a generalised way of disturbing iron metabolism and thus producing 
toxicity in the basal ganglia (Wirshing et al, 1998). It has been demonstrated recently that 
males have higher iron levels than females (Bartzokis et al, 2007), which suggests that this 
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mechanism may increase the vulnerability of males to stimulant neurotoxicity, which is 
consistent with two studies that have reported greater white matter abnormalities in male 
MA users compared with female MA users (Bae et al, 2006; Chung et al, 2007).

The question now arises how the above mechanism can be reconciled with the notion 
of striatal enlargement as a compensatory mechanism. Berman et al (2008) propose that 
dopamine hypersensitivity may be an adaptive response to reduction of dopamine activity 
in the striatum mediated either through chronic dopaminergic blockade or through 
amphetamine-mediated loss of dopaminergic terminals. Striatal deficits in children prenatally 
exposed to MA, which were correlated with cognitive deficits (Chang et al, 2004), suggest 
that the mechanism that increases local volume to compensate for striatal damage is not 
available in utero (Berman et al, 2008).

White matter abnormalities have been reported more often in MA abusers than grey 
matter abnormalities. The specific form of white matter abnormality associated with MA use 
is less clear, since increased volume (Thompson et al, 2004; Chang et al, 2005), decreased 
volume (Oh et al, 2005; Schlaepfer et al, 2006) and increased white matter hyperintensities 
(Bae et al, 2006) have all been reported. Since grey matter reductions and white matter 
expansion are seen in healthy individuals through middle age (Bartzokis et al, 2001), the 
timing of MRI studies in relation to abuse onset and age of subjects may account for some 
of the discrepancies.

Diffusion tensor imaging
While studies of white matter volume and white matter hyperintensities (WMH) evaluate 
macro-structural changes in white matter, diffusion tensor imaging (DTI) allows for the 
measurement of white matter microstructural integrity (Basser et al, 1994). The most 
frequently reported measure of white matter integrity is regional fractional anisotropy (FA). 
FA represents a measure of the degree to which diffusion in the brain region of interest is 
directional and, in white matter, is therefore sensitive to disorganisation and damage to 
axons and their myelin sheaths. These will result in reduced directionality and hence lower 
FA values (for review, see Le Bihan et al, 2001). Although this technique is currently the best 
tool available to non-invasively give an indication of the overall white matter microstructure, 
there is a paucity of DTI studies investigating the neuropathology of MA abuse.

Chung and colleagues (2007) were the first to show decreased FA values in the frontal 
white matter of abstinent MA abusers, which occurred bilaterally in the plane through 
the anterior and posterior commissure (AC-PC) and in right prefrontal white matter  
(5 mm above the AC-PC plane), suggesting potential frontal white matter deficits. They also 
reported a negative correlation between fractional anisotropy in the region of the anterior 
commissure and the number of errors on the Wisconsin card sorting test (WCST), a measure 
of executive function. This observation may be an indication of methamphetamine-induced 
impairment in frontal executive functions like decision-making, which may result from 
inefficient integration of neural circuits involved in executive function due to compromised 
white matter integrity. Interestingly, FA and WCST abnormalities were significant only in 
the male methamphetamine-dependent participants relative to controls, and not in the 
female subjects. Similar gender differences have been reported in the study by Bae et al 
(2006), where the more distinct white matter hyperintensities in frontal brain regions of 
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male MA abusers was described. Chung et al speculate that the female hormone oestrogen 
may have a neuroprotective effect against the toxicity of methamphetamine. However, a 
more recent study by Tobias et al (2010) produced contrary results and thus called the 
matter into dispute, suggesting that an insufficient number of participants of one gender 
could potentially bias the findings.

A study by Kim and colleagues (2009) demonstrated the impact of methamphetamine 
abuse on frontal fractional anisotropy in the genu (anterior end) of the corpus callosum in 
recently abstinent adult populations compared to healthy controls. Here, lower FA correlated  
inversely with the total error score on the WCST. An additional eigenvalue analysis of the axial 
and radial water diffusion along myelinated fibres suggested either abnormal myelination 
or damage to the axonal membrane as being the possible causes of the FA reduction in the 
genu of the corpus callosum. Similar lower FA values (only trend significant) within the 
genu of the corpus callosum in methamphetamine abusers were reported in a DTI study by 
Salo and colleagues (2009). Employing a Stroop selective attention task, this research group 
also found that lower FA in the genu correlated with an impairment in cognitive control. 
Both studies’ observations support the general notion that damage to frontal brain regions 
after MA abuse, including frontal white matter as well as linked white matter structures like 
the corpus callosum, may underlie a variety of cognitive deficits in MA abusers.

In line with earlier findings, a study by Alicata and colleagues (2009) demonstrated lower 
FA values in frontal white matter, possibly reflecting axonal damage as a result of neuro-
inflammation after MA abuse. In spite of reported group differences in the corpus callosum, 
FA values in the genu in participants with a history of methamphetamine dependence did 
not differ from controls. However, examining eigenvalue diffusion coefficients, Alicata et 
al observed higher diffusion in the basal ganglia. This reflects a higher three-dimensional 
mobility of water in the brain tissue (Le Bihan et al, 2001). Higher diffusion was found in 
both the putamen and caudate. In addition, diffusion values in the putamen correlated with 
an earlier age of initial MA use, a higher average daily consumption and a higher lifetime 
dose of MA. These findings suggest that the basal ganglia are vulnerable to MA exposure and 
may suffer accompanying inflammation and neurodegeneration.

Most recently, a study by Tobias et al (2010) measured DTI-derived fractional anisotropy 
in both large slabs and single DTI voxels in several white matter regions and found lower 
FA in MA abusers compared to healthy controls in regions similar to those reported in 
earlier studies, namely a region 6 mm above the AC-PC plane in the right prefrontal cortex 
and in the genu of the corpus callosum. They also observed lower FA values in the right 
perforant fibres, possibly contributing to neuropathology in the hippocampal formation in 
MA abusers, as well as bilateral midcaudal superior corona radiata. In addition, FA in the 
left midcaudal superior corona radiata was shown to correlate with psychiatric symptoms 
measured with clinical scales.

In summary, various studies have employed in vivo comparisons of the brains of 
participants with a history of methamphetamine dependence to those of healthy controls 
and demonstrated impaired microstructural white matter integrity using DTI in the frontal 
cortex, the corpus callosum, basal ganglia and perforant fibres. The data also suggest that 
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regional changes in white matter integrity, as seen with lower measures of FA, may be 
correlated with cognitive deficits in MA abusers.

Changes in brain function associated with MA abuse
The translation of the well-characterised pharmacological action of methamphetamine into 
human brain activation studies is still at a relatively early stage. For instance, the primary sites 
of action of methamphetamines on the dopamine and other monoamine neurotransmitter 
systems (Sulzer et al, 2005) do not directly correlate with regional brain functional effects 
as observed with functional MRI (fMRI). In fact, it is now clear that drugs of abuse seem 
likely to interact with complex functional and integrated brain circuits, with widespread 
consequences to brain function. There is, however, clear evidence for an array of effects on 
frontal, prefrontal and parietal brain function in adult methamphetamine- and stimulant-
abusing populations.

Frontal and prefrontal brain regions are considered important in behaviour, cognition 
and executive functions pertinent to the study of drug abuse. Chronic methamphetamine 
use is thought to affect frontal and prefrontal brain areas, such as the dorsolateral prefrontal 
cortex (DLPFC) which coordinates higher-order cognitive functions, including aspects 
of memory, decision-making, affective processing, behavioural inhibition and problem-
solving. The mid-DLPFC mediates working memory, including higher attentional functions, 
while the inferior prefrontal cortex (PFC) is thought to be involved in inhibition (Milham 
et al, 2003).

Studies of the effects of methamphetamine abuse have shown that brain activation in 
response to tests of prediction failed to involve ventromedial and DLPFC regions, taking 
into account the influencing effects of preceding trial outcomes (Paulus et al, 2002). Further 
work on decision-making has found that methamphetamine-dependent subjects show lower 
success-independent activation of the DLPFC, anterior cingulate, parietal and orbitofrontal 
cortex (OFC) than control subjects (Paulus et al, 2003). Unlike healthy control participants, 
who showed a success-related activation of the DLPFC, OFC and parietal cortex, in MA 
abusers the magnitude of activation correlated with the unpredictability of decision-making 
outcomes.

Similar experimental work by the same group also found that the magnitude of brain 
activation of the right insular, posterior cingulate and temporal cortex accurately predicted 
relapse in the majority of MA-abstinent subjects (Paulus et al, 2005). Methamphetamine-
induced changes in brain activation, especially in the frontal brain regions, seem to 
compromise decision-making processes. This might explain the limited cognitive control 
and the consequent impairment of good judgment in MA abusers.

Accordant behavioural observations were made in decision-making studies involving 
the choice between a smaller immediate reward and a larger but delayed reward (delay 
discounting task). Methamphetamine abusers tend to have a prominent preference for the 
smaller, immediate reward and tend to devalue rewards for which they must wait (Hoffman 
et al, 2008; Monterosso et al, 2007), seemingly exhibiting a diminished capacity for  
self-control. In addition, MA abusers show different task-related brain activation patterns 
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when compared to healthy control subjects. More specifically, there is less activation in 
the dorsolateral prefrontal cortex, precuneus and anterior cingulate cortex during delay 
discounting tasks (Hoffman et al, 2008).

In contrast to decision-making studies, which repeatedly showed lower DLPFC activity 
in MA abusers, a study examining empathy processing showed a greater task-related DLPFC 
activity in MA abusers than in healthy control subjects (Kim et al, 2010). The authors 
suggest that an empathy task may make different demands of the DLPFC than a two-choice 
prediction task, and therefore requires a different function of that brain region. Kim et al 
further propose that the DLPFC, which is not generally activated in empathy processing, 
may exhibit greater activation in MA abusers to compensate for the dysfunction of the OFC, 
temporal lobes and hippocampus: a neural network linked to episodic memory and the 
processing of socio-emotional information. However, the DLPFC overactivation does not 
appear to be sufficient to compensate for the dysfunction in the empathy network, which 
might explain the difficulty that MA abusers have with interpersonal communication and 
relationships (Kim et al, 2010).

The anterior cingulate cortex (ACC) subsumes a complex array of functions that are 
broadly concerned with aspects of cognitive control and decision-making (Vogt et al, 
1992) in the presence of distracting or competing internal or external cues. As such, the 
ACC has an important function in integrating sensory and affective processes to moderate 
behavioural and emotional responses. In stimulant abuse, studies of cognitive control show 
less pronounced brain activation in response to a go/no-go task in recently abstinent MA 
abusers (Leland et al, 2008). This study demonstrated that certain cues in the task predicting 
the need to inhibit responses in the following trial led to an ACC activation in MA abusers, 
which in turn was positively correlated with the subject’s inhibitory performance. By 
contrast, there was no cue-related ACC activation in healthy control subjects. Therefore, the 
authors suggest that the ACC may predict to what extent advanced warning may diminish 
inhibitory difficulties in methamphetamine-dependent individuals.

In a variant of the Stroop paradigm, however, interference produced lower activation 
of the right prefrontal cortex in cognitively primed methamphetamine abusers, resulting 
in their making more errors and having slower reaction times in comparison to healthy 
control subjects, but there was no difference in conflict-related activation of the ACC (Salo 
et al, 2009). This data suggests a limited ability in methamphetamine abusers to modify 
behaviour following an experience, a maladjustment which is associated with abnormal 
PFC activation and may be a factor indicating the persistence of substance use disorders. 
However, experiments indicate that drug-related behaviours such as craving result in excess 
activation of the ACC in drug-addicted subjects (Goldstein & Volkow, 2002). The authors 
note that the state of the ACC may play an important role in the craving experience and the 
maintenance of drug addiction through the loss of self-control. As such, the differences in 
activation of the ACC, between MA abusers and healthy subjects, can only be considered 
in the context of the activation paradigm being employed. Overall, these findings suggest 
that the ACC is involved in the cognitive and behavioural changes associated with 
methamphetamine abuse.

The parietal cortex plays an important role in attention, visuo-spatial function and in 
aspects of working memory (Cabeza & Nyberg, 2000). It is richly and bi-directionally 
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connected to the insula, striatum, ACC and DLPFC. Consequently, its functions in respect 
to emotional processing and decision-making are relevant to the study of substance use 
disorders. Specific cognitive functions, including voluntary control of attention (Hopfinger 
et al, 2000) and cognitive inhibitory control (Garavan et al, 1999), have similar relevance. 
A study of decision-making and success rates, as mentioned above, was found to influence 
a wide range of interconnected brain regions, including the inferior parietal lobule and 
precuneus (Paulus et al, 2003). The attenuated, task-related activation of areas in the parietal 
cortex, as shown in this study, may lead to the modified processing of errors and success in 
MA abusers, which leaves them more stimulus-driven during decision-making.

Because of its capacity to compare functional differences in individual neural networks, 
functional magnetic resonance imaging (fMRI) provides a unique tool to study dysfunctions 
in discrete brain circuits and, consequently, disrupted cognitive and affective processes. In 
summary, the reviewed studies show that methamphetamine dependence is characterised 
by a widespread alteration of the activation of structures in the frontal cortex, ACC and 
parietal cortex – brain regions involved with specific cognitive and emotional processes. A 
reduced capacity to activate specific brain areas contributes to the inadequate processing 
of information, resulting in impaired inhibitory control, executive function, memory and 
decision-making, as well as impaired socio-emotional behaviours in MA abusers.

Metabolic changes associated with MA abuse
In examining changes in neuronal metabolites in specific brain regions in methamphetamine 
use disorders, magnetic resonance spectroscopy (MRS) has been almost exclusively confined 
to 1H (proton) techniques. A non-invasive imaging tool, MRS utilises pulse sequences to 
measure relative concentrations of specific metabolites, including N-acetylaspartate (NAA, 
measure of neuronal viability), choline (Cho, cell membrane synthesis or degradation 
product), myo-inositol (mI, glial marker) and creatine (Cr, high-energy metabolic product) 
(Nordahl et al, 2005). As these metabolites are markers of cellular integrity and function, 
MRS can identify and assess the presence of neuronal damage in human subjects.

In the first MRS study of methamphetamine-abusing subjects, Ernst, Chang, Leonido-Yee 
and Speck (2000) found abnormally low NAA in the basal ganglia and a trend for reduction 
in frontal white and grey matter in recently abstinent MA abusers compared to healthy 
control subjects. The decrease in frontal white matter NAA was found to be dependent 
on the individual’s cumulative lifetime MA dose. These findings may provide evidence for 
neuronal loss and long-term neuronal damage in abstinent MA abusers. In the frontal grey 
matter, abnormally high levels of Cho and mI were interpreted as a sign of glial proliferation, 
most likely in response to neuronal toxicity produced by methamphetamine.

Similar findings of lower NAA concentrations in frontal white matter and their inverse 
correlation with the cumulative MA dose, as well as higher levels of mI were reported in 
a more recent study conducted by Sung and colleagues (Sung et al, 2007). Lower NAA 
concentrations were found in MA abusers with a ‘large’ cumulative dose (>100g) relative 
to those with a ‘small’ cumulative dose. NAA concentration in frontal grey matter did not 
differ significantly between the two abusing groups. Concentrations did, however, correlate 
with the duration of abstinence. Sung et al concluded that with prolonged abstinence,  
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MA-related abnormalities in grey matter regions may partly recover, whereas in white matter, 
recovery seems limited.

In one of the few studies on methamphetamine-related psychosis, Sekine, Minabe, Kawai 
et al, (2002) found an elevated Cho/Cr ratio in the bilateral basal ganglia of abstinent MA 
abusers (4 months to 4 years). This increased ratio correlated with duration of MA abuse 
and the severity of residual psychiatric symptoms. In contrast, NAA/Cho ratios in the basal 
ganglia did not differ between MA abusers and healthy control subjects. These findings 
suggest that the onset and persistence of psychiatric symptoms in abstinent users relates in 
part to enduring metabolite changes in the basal ganglia.

Consistent with neural damage to the frontostriatal regions, a study by Nordahl and 
colleagues (2002) found lower NAA/Cr ratios in the anterior cingulate cortex (ACC) in 
MA abusers during early abstinence (mean 9.3 weeks), whereas Cho/Cr ratios were higher 
in this brain region. In a follow-up study the same group (Nordahl et al, 2005) were able 
to demonstrate that low NAA/Cr ratios in MA abusers persist in the ACC even after long 
periods of abstinence (mean 3 years), whereas levels of Cho/Cr in the ACC approach those of 
normal controls. Furthermore, NAA/Cr was negatively correlated with duration of MA use, 
while Cho/Cr correlated negatively with duration of abstinence. The authors suggested that 
relative changes in brain metabolite concentrations due to MA abuse might involve different 
processes. The evidence of metabolic alterations in the ACC in MA abusers may, along with 
the observed functional deficits in this brain area, explain some of the behavioural and 
cognitive impairments associated with MA abuse (Nordahl et al, 2002).

In a subsequent MRS study by Salo and colleagues (Salo et al, 2007), the relationship 
between changes in brain metabolite levels and cognitive impairments in MA abusers was 
shown by employing a selective Stroop attention task. Lower levels of NAA/Cr within the 
anterior cingulate cortex correlated with the reduced attentional control exhibited by the 
MA abusers. Concentrations of Cho/NAA were elevated in the ACC, but did not show a 
correlation with cognitive performance. However, these findings suggest that long-term MA 
abuse compromises the neuronal integrity of the ACC, leading to the impaired regulation of 
cognitive mechanisms.

One of the most recent studies using MRS to study the effects of MA abuse assessed the 
concentration of the neurotransmitter glutamate plus glutamine (GLX) during abstinence 
from MA abuse (Ernst & Chang, 2008). MA abusers showed lower GLX levels in frontal 
grey matter after a short period of abstinence (<1 month) than healthy control subjects. 
After prolonged abstinence (5 months), however, frontal grey matter GLX concentrations 
tended to correlate with the duration of abstinence. The authors suggested that reduced 
GLX levels in recently abstinent MA abusers might gradually reverse after longer periods of 
abstinence. Whether the MA-related changes in the GLX system reverse completely remains 
unclear.

These MRS studies collectively demonstrate the neurotoxic effects of chronic 
methamphetamine exposure, manifested as neural injury and associated inflammatory 
response in the frontal and striatal brain regions, demonstrated by changes in the different 
metabolite concentrations. The neural marker NAA or NAA-to-total-creatine ratio (NAA/tCr) 
may be decreased in frontal regions and the striatum and, furthermore, appears to be related 
to the total lifetime exposure to MA and cognitive impairment in MA abusers. The glial 
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markers Cho, Cho/Cr and mI have been shown to be present in increased concentrations in 
the frontal lobes, which may account for residual psychiatric symptoms in MA abusers. MA-
related changes in metabolite concentrations occur in white as well as grey matter and have 
been found to be dose-dependent. Findings from MRS studies suggest that the neurotoxicity 
of MA is both region- and metabolite-specific.

Conclusion
Modern brain imaging techniques have advanced the specificity with which investigators are 
now able to delineate the impact of MA use in a variety of clinical and preclinical settings. 
These findings suggest overall that widespread effects on brain function, structure and 
chemistry correlate with impairments in social, cognitive and behavioural function. These 
studies emphasise that the brain of MA abusers is likely to be vulnerable to damaging effects 
that endure to varying degrees. The timing of the insult, lifetime dose and comorbidity with 
other substances of abuse and psychiatric symptoms predict the severity and persistence of 
most patterns of change observed.

Studies of the effects of MA on brain structure and function suffer from several important 
limitations. Most studies use a cross-sectional design. As such, inferences from observed 
group differences regarding high-risk or protective factors for developing addiction, 
whether these changes directly represent brain damage or are compensatory responses to 
such damage, and what predictive value findings have for long-term deficits and functional 
impairment, remains unclear.

We have not reviewed the important contribution of molecular imaging (eg, SPECT and 
PET) (Chang et al, 2007) to understanding the neurobiology of MA use and abuse. MRI 
and molecular imaging techniques should be combined with genetic, neuropsychological 
and phenomenological data in prospective designs in adult, adolescent and at-risk 
populations in order to delineate more fully the psychobiological mechanisms underlying  
MA-related disorders. Ultimately, such work may contribute to preventive and therapeutic 
interventions.
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8  Affective neuroscience of 
methamphetamine abuse
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Introduction
As indicated in previous chapters, abuse of the synthetic psychostimulant methamphetamine 
has recently become a serious problem in the Western Cape, especially in poorer 
communities. Cape Town, in particular, has seen an increasing trend over the last decade, 
with up to 35% of patients seeking treatment for addiction reporting methamphetamine as 
their primary drug of abuse. The majority of these patients are male adolescents or young 
adults, with 30% reportedly under 20 years of age in 2008 (Plüddemann, Myers & Parry, 
2009).

Of particular relevance for this chapter are the significant social and interpersonal 
problems associated with methamphetamine abuse. Although these tend to be reported 
less frequently than the immediate effects to individual health (Sommers, Baskin & 
Baskin-Sommers, 2006), methamphetamine abuse leads to substantial disruptions within 
the family, along with marked difficulties in school or work environments. In addition to 
the direct public-health consequences of methamphetamine intoxication, use of this drug 
also results in secondary social costs, which include an increased propensity for violence 
and drug-related crime (Obot, Poznyak & Monteiro, 2004).

It is by now well established that methamphetamines are highly neurotoxic, and impair 
the regulation of aggressive behaviour to a greater extent than other substances of abuse 
(Baicy & London, 2007). Drug-related neuroscience investigates the effect of chemical 
intake on the brain’s structure and functioning, thereby giving insight into the associated 
effects on affect, behaviour and cognition. Recent years have seen an increased interest in the 
neural basis of the emotional and social deficits associated with drug use, and this chapter 
will highlight the importance of an affective neuroscience approach in understanding these 
impairments in methamphetamine abusers.

Although some of the information on neurochemistry and neuroanatomy may overlap 
with that presented in other chapters, we focus specifically on aspects of affective and social 
function that are affected by prolonged methamphetamine abuse. These include reward 
sensitivity, mood, impulsivity and aggression, and emotionally mediated social behaviour. 
A substantial literature based on animal work exists, in contrast to comparatively sparse 
work done on humans. Although the insights gained from animal research are invaluable, 
we have chosen, in light of inter-species variability, to focus on what is known specifically 
about the effects of methamphetamine in humans, referring to animal work only where 
necessary.
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Reward sensitivity
The precise mechanisms of addiction and withdrawal have yet to be fully elucidated, but 
alteration in the function of brain reward circuitry is clearly implicated. Psychostimulants 
powerfully stimulate reward circuitry (Koob, 2009), but over time they create changes in 
reward sensitivity that result in dysfunction in the ability to experience positive hedonic 
states related to a variety of natural rewards, and contribute to withdrawal effects. Over 
time, adaptation to the euphoric effects of methamphetamine occurs, mediated primarily 
by dopaminergic pathways in the brain. Abusers thus require increasing doses of the 
drug to achieve the same reward experience. Furthermore, the withdrawal state following 
intoxication becomes increasingly aversive in the long term, characterised by negative affect 
such as depression, anxiety, heightened irritability and paranoia. Drug use then becomes a 
method to escape these aversive symptoms (Meredith et al, 2005).

Methamphetamine elevates the levels of extracellular monoamine neurotransmitters, 
including the catecholamines dopamine and norepinephrine, as well as serotonin. Of 
particular relevance is the increase in levels of dopamine in the striatum, especially the 
ventral striatum (nucleus accumbens), and in the prefrontal cortex (see Figures 2 and 6.2) 
(Sulzer et al, 2005). These circuits are integrally involved in reward processes. Dopamine 
levels are increased via various mechanisms that are not yet fully articulated. We do know 
that methamphetamine stimulates dopamine release, in part via reverse transport, and also 
acts to block its uptake. Furthermore, it reduces dopamine transporter availability and also 
appears to reduce transporter efficacy. This action on the transporters contributes to increases 
in synaptic levels of dopamine (Saunders et al, 2000). Moreover, methamphetamine has 
been shown to promote dopamine synthesis, and it acts as a monoamine oxidase inhibitor 
(Sulzer et al, 2005). The rewarding properties of methamphetamine are thus strongly tied 
to this ability to raise dopamine levels.

Methamphetamine intake produces intensely pleasurable and rewarding states, which 
increases the likelihood of repeated use of the drug. Imaging work in humans is corroborating 
extensive animal work that indicates that psychostimulant drugs promote elevated levels of 
dopamine, which, as indicated above, is implicated in reward processes. A study by Völlm 
and colleagues (2004) demonstrated that, in contrast to saline administration, intravenous 
infusions of methamphetamine (0.15 mg/kg) administered to seven healthy psychostimulant-
naïve subjects produced activity in reward-related areas of the human brain, including the 
medial orbitofrontal cortex, the rostral anterior cingulate cortex and the ventral striatum. 
These activations correlated with subjective behavioural ratings of ‘mind-racing’ produced 
by methamphetamine administration. A series of PET studies conducted by Volkow and 
colleagues (reviewed in Volkow et al, 2002) have helped to illustrate the role of dopamine 
and reward circuitry in human response to psychostimulants. These authors have shown 
that increased dopamine levels subsequent to methylphenidate dosing correlate significantly 
with subjective reports of highly positive affective states in healthy subjects (Volkow et al, 
1999). Volkow and colleagues go on to suggest that reduced or low D

2
 receptor density may 

be implicated in vulnerability to addiction.
The observation that elevated dopamine and euphoria occur in both addicts and non-

addicts indicates that pleasurable responses to methamphetamine abuse cannot fully account 
for addiction. In contrast to the rewarding states experienced with methamphetamine use, 
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withdrawal is characterised by a hypodopaminergic state, featuring reduced dopamine 
release and reduction in dopamine D

2
 receptors. Volkow and her colleagues suggest that 

this altered neurochemistry results in reduced sensitivity to natural rewards, and to the 
anhedonia and negative mood states associated with withdrawal. They argue that these 
features contribute to promoting ongoing drug use, which serves to compensate for 
the dopaminergic deficits. They have further shown that reduced D

2
 receptor density is 

associated with reduced activity in the orbitofrontal and anterior cingulate cortex (Volkow 
et al, 2001), and suggest this is one mechanism by which dysregulated dopamine function 
leads to loss of the ability to regulate behaviour and to compulsive drug use. In animals, 
damage to these circuits results in perseverative behaviour and resistance to extinction of 
previously reward-conditioned behaviours. In humans who suffer injury to these regions, 
poor behavioural control and poor emotion regulation are commonly observed. These 
authors thus conclude that dopamine dysregulation in the fronto-striatal circuitry, which  
regulates motivation, drive and self-control, is a key contributor to addiction.

The question of how reward thresholds or reward sensitivity changes with ongoing use of 
methamphetamine remains an area of active investigation. The phenomenon of sensitisation 
to the drug appears to be critical. In animals, repeated exposure to methamphetamine leads 
to sensitised behavioural and neural responses to the drug (Sarkar & Kornetsky, 1995). 
This process seems to contribute to the drug’s acquisition of increasing motivational value. 
Two seemingly contradictory dopamine effects appear to occur with repeated exposure: 
firstly, a compensatory adaptation featuring reduced mesolimbic dopamine results 
in reduced motivation, particularly concerning non-drug-related activities; secondly, 
dopamine responsiveness to methamphetamine is enhanced, or sensitised, which is thought 
to contribute to drug-related associations acquiring increased incentive salience (Alcaro, 
Huber & Panksepp, 2007).

Reward sensitivity has been implicated in forming associations between drug-related 
cues (unconditioned stimuli) and previously neutral stimuli (conditioned stimuli) (Koob, 
2009). Once this association has formed, presentation of the conditioned stimuli elicits 
symptoms of craving in drug users (Baicy & London, 2007). Cue-elicited craving may 
occur a considerable time after the withdrawal symptoms have subsided (Alcaro, Huber & 
Panksepp, 2007), suggesting that methamphetamine addiction causes long-term alterations 
in the structure and functioning of brain regions associated with reward sensitivity and 
conditioning. The exact mechanism underlying the transition from methamphetamine-
liking to methamphetamine-craving still needs to be elucidated, but it could involve a 
‘pathological learning’ process associated with the abnormal regulation of dopamine levels 
(Hyman, 2005).

Functional imaging studies support the notion of long-term changes in reward 
sensitivity following methamphetamine abuse. Positron emission tomography (PET) studies 
have revealed that dopamine transporter density may be particularly vulnerable, as it is 
substantially reduced not only while drug abuse is current, but also in the longer term. PET 
studies conducted by Sekine and colleagues (2001; 2003) have shown reduced expression 
of dopamine transporters in key regions in methamphetamine users versus healthy controls. 
Reductions were found in the ventral striatum, orbitofrontal cortex and amygdala. These 
correlated with length of methamphetamine use and with psychiatric symptoms. Long-term  
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down-regulation of dopamine transporters in the striatum has been shown in PET studies 
of primates (Villemagne et al, 1998). These findings were replicated in a study of humans 
by McCann and colleagues (1998). They reported that dopamine transporter density 
remained down-regulated in six methamphetamine abusers after approximately three years 
of abstinence. Given dopamine’s crucial role in the regulation of both emotional responses 
and the reward system, such major changes to this system indicate an ongoing impact on 
the individual’s ability to process reward-related behaviour in an appropriate manner.

An important perspective is provided by Panksepp’s psychobiological model of emotion, 
one of the most prominent theories in the emerging discipline of affective neuroscience 
(Panksepp, 2005). This model proposes that the hedonic states associated with dopamine 
release and activation of the cortico-striatal circuitry involved in reward processes are in fact 
embedded in a core evolved emotion system. Termed the ‘SEEKING system’, this system is 
thought to have evolved as the neural basis for motivation, affective drive and non-specific 
but directed instinctual exploratory activity, such as foraging. The SEEKING system has its 
neural correlates in the mesolimbic dopamine system, particularly in the periaquaductal 
grey, ventral tegmental area and hypothalamus, with projections to the basal ganglia and 
thalamocortical circuits via mid-brain dopaminergic neurons (Alcaro, Huber & Panksepp, 
2007). Its activation is characterised by a highly positive state of engagement with the world, 
and eagerness to engage in a variety of goal-directed activities.

Conceptualising addiction as dysregulation of a core evolved emotion system – similar to 
those for fear or anger – lends depth to our perspective of affective dysregulation as a core 
component of the sequelae of methamphetamine abuse, and adds to our ability to grasp the 
subjective experience of addiction. The possibility that methamphetamine abuse creates 
changes in this neurocircuitry that may outlast actual drug use has serious implications for 
long-term outcome prospects, and certainly warrants a great deal more research.

Anxiety and depression
Methamphetamine abusers are at an increased risk of being diagnosed with affective 
disorders, such as major depressive disorder and anxiety disorders (Meredith et al, 2005; 
Plüddemann et al, 2009). Zweben and colleagues (2004) examined psychiatric symptoms in 
a large cohort of methamphetamine users and found very high scores on depression scales, 
with those scores being positively correlated with frequency of use. Specifically, 68% of all 
female and 50% of all male users reported feeling depressed at some point in their life.

One of the defining characteristics of a drug addiction is the emergence of a negative 
affective state during the withdrawal phase (Koob, 2009). Depression and anxiety are the 
most commonly reported negative emotions occurring during the withdrawal associated 
with methamphetamine addiction. As discussed in the previous section, with prolonged 
drug use reward thresholds are raised (Koob, 2009), especially for non-drug-related stimuli 
(Alcaro, Huber & Panksepp, 2007). These increased reward thresholds very likely contribute 
towards the marked depressive symptoms reported by abstinent methamphetamine abusers. 
This negative affect serves to increase the likelihood that the recovering addict ‘falls off the 
wagon’, in line with findings that difficulties in regulating emotion constitute a risk factor 
for subsequent methamphetamine abuse (Obot et al, 2004).
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Looking to the literature on the possible contribution of altered neural structure or 
function to the increased incidence of mood disorders subsequent to methamphetamine 
abuse, it appears that relatively limited work in humans has been done. Recent structural 
magnetic resonance imaging (MRI) studies have reported several morphological changes in 
both grey and white matter tissue in the brains of methamphetamine abusers, compared 
to healthy control subjects, which may underlie negative affect. Thompson and colleagues 
(2004) reported marked loss of grey matter particularly in the cingulate and limbic cortices 
of a sample of 22 methamphetamine abusers, regions that have been implicated in affect 
regulation and in depression. They also detected significantly reduced hippocampal volume 
and white-matter-hypertrophy in mesial temporal regions in this group relative to healthy 
controls. These findings led them to suggest that these structural changes may contribute to 
symptoms of depression and anxiety in active chronic methamphetamine abusers.

In addition to a possible link to structural impairments, a PET study by London et al 
(2004) indicated that mood disturbances in 17 abstaining (4–7 days) methamphetamine 
abusers were associated with changes in brain glucose metabolism. Methamphetamine 
abusers had higher scores on self-rating scales of depression and anxiety compared with 
non-users, as well as alterations in glucose metabolism in several limbic regions, including 
orbitofrontal cortex, ventral striatum, insula and amygdala. Hypoactivity was observed 
in the anterior cingulate cortex and insula, while hyperactivity was noted in orbitofrontal 
cortex and ventral striatum. The most robust alterations were found in the subgenual 
anterior cingulate, which has repeatedly been associated with depression, and in the ventral 
striatum, which is critically involved in reward states. Associations between altered glucose 
metabolism in these regions and the mood measures were also found. It is important to note 
that altered glucose metabolism in these regions may well be due to methamphetamine’s 
impact on dopaminergic, as well as serotonergic, circuits (reviewed in the next section), 
which are strongly represented in these areas.

The evidence of methamphetamine’s neurotoxic effect on neurochemistries involved in 
positive mood states (dopamine and serotonin), in conjunction with evidence of metabolic 
abnormalities in regions known to modulate mood states, indicates a fairly clear mechanism 
by which negative mood states result following prolonged use, and during withdrawal. This 
impact on mood is likely to occur regardless of premorbid mood states and predispositions, 
and should be an important consideration during management of cases of addiction.

Aggression and impulsivity
Deficits in emotional regulation are common in methamphetamine abusers, affecting 
not only control of depressive and anxious moods, but that of aggression and hostility 
as well (Payer, et al, 2008). Long-term use of methamphetamine has also been linked to 
elevated levels of impulsive behaviour (Semple et al, 2005), defined as the tendency to act 
without thinking and without regard for the negative consequences of an action for self 
or others (Moeller et al, 2001). Indeed, there are strong grounds for arguing that emotion 
dysregulation and impulsivity are strongly linked in methamphetamine abusers. This is 
consistent with evidence that methamphetamine intoxication is typically characterised by 
euphoric disinhibition (Meredith et al, 2005) and impaired decision-making (Payer et al, 
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2008). It also resonates with the finding that the inability to regulate both negative and 
positive mood states has been associated with increased impulsivity and substance use 
(Cyders & Smith, 2008).

One of the most problematic aspects of the interaction between emotion dysregulation 
and impulsivity in methamphetamine abuse is the increased tendency to commit acts of 
impulsive aggression. This may stem from the association between methamphetamine abuse 
and a reduced ability to regulate negative, hostile feelings and behaviours (Homer et al, 
2008). Sommers et al (2006) found that 34.9% of methamphetamine abusers committed 
violent acts while under the influence of methamphetamine – almost half of these individuals 
had not demonstrated aggressive behaviour prior to abuse of this drug. In addition, Zweben 
et al (2004) observed that up to 43% of methamphetamine abusers reported difficulties in 
controlling violent behaviour. Visits to trauma centres following physical attacks are also 
more common in methamphetamine abusers than healthy controls, and they are more likely 
to be charged with assault, intentional injury, weapons possession and murder (Payer et al, 
2008).

In fact, methamphetamine abuse is more strongly associated with violence than any 
other drug (Baicy & London, 2007). There is, moreover, evidence for the intergenerational 
transmission of antisocial behaviour following methamphetamine use. For instance, prenatal 
exposure to methamphetamines has been linked to increased aggression in 4–8-year-olds, 
as well as continuing problems in adolescence (Meredith et al, 2005). This is of particular 
concern for nations, such as South Africa, that are characterised by high background levels 
of violent crime, as it carries with it the spectre of continuing acts of aggressive behaviour 
in the future.

Poor emotional control, consistently identified in chronic users of methamphetamine, has 
been associated with abnormalities in functional and structural neuroanatomy. A complex 
network is thought to underlie emotion regulation, including the orbitofrontal cortex, 
anterior cingulate cortex and the amygdala. It is thought that an intact system features 
top-down control of emotional impulses originating in deeper brain structures. In the case  
of aggression, the orbitofrontal cortex and anterior cingulate are hypothesised to inhibit 
activation stemming primarily from the amygdala. Animal work and lesion studies support 
this view. Humans with damage to the orbitofrontal cortex frequently present with increased 
impulsivity and aggression. Marked deficits in moral reasoning and bursts of explosive anger 
have also been noted in these cases. A substantial body of work indicates that serotonergic 
dysfunction is implicated in individuals prone to impulsive violence (Davidson, Putnam & 
Larson, 2000).

The mechanisms whereby methamphetamine use may lead to increased impulsivity and 
aggressive behaviour have not been well researched in humans. However, animal studies 
on the neurotoxic effect of methamphetamine show clear damage to dopaminergic, as 
well as serotonergic, neurocircuitry (reviewed in Davidson et al, 2001). A recent human 
study, employing PET, found a significantly lower density of serotonin transporters in 
widespread regions of the brains of methamphetamine abusers, who also reported more 
aggressive behaviours than non-drug users (Sekine et al, 2006). In this study, more chronic 
methamphetamine use and increased aggression were associated with greater decreases in 
serotonin transporter density. Moreover, decreased serotonin transporter receptor density in 
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orbitofrontal, temporal and anterior cingulate cortex areas predicted aggression levels. This 
is consistent with evidence of a relationship between serotonergic activity and aggression 
in both the animal and human literature, and lends support to the model of impaired top-
down regulation of aggressive impulses (Coccaro, 1996; Davidson et al, 2000).

Violent and aggressive behaviour is also associated with altered patterns of brain activation 
in abstinent methamphetamine-dependent patients. Hoffman and colleagues (2008), 
examining neural correlates of impulsivity in this population, found that methamphetamine 
abusers evidenced dysregulation in dorsal prefrontal and dorsal anterior cingulate regions 
thought to be critical in regulating impulsive behaviour. This is consistent with the conclusion 
in a recent review that aggressive behaviour and increased impulsivity may be influenced 
by impaired functioning of frontal regions of the brain caused by chronic exposure to 
methamphetamine (Homer et al, 2008). Further evidence stems from a PET study by 
Kim and colleagues (2005), in which a relationship was detected between the abnormally 
low metabolic rate of glucose in the frontal white matter of abstinent methamphetamine 
abusers and deficits in inhibiting impulsive acts. Nevertheless, despite the neurotoxicity of 
methamphetamine and the over-determined nature of the hostility and aggression associated 
with its use, not all users engage in aggressive behaviour.

Social behaviour
There is evidence that methamphetamine abuse may be characterised by deficits in social 
cognition and behaviour (Homer et al, 2008). Methamphetamine-induced psychotic 
symptoms in particular are associated with the tendency to misinterpret social situations 
and incorrectly attribute hostile intentions to others (Sommers et al, 2006). The study by 
Sommers et al (2006) described earlier found paranoia to be a relatively frequent consequence 
of methamphetamine abuse; 62% in a sample of 106 abusers experienced paranoia, with 
fear of others being reported most frequently. It seems likely that this psychotic symptom 
is associated with the attribution of hostile intentions to others, particularly in a population 
characterised by deficits in emotion recognition and empathy (described below), increasing 
the chances that misinterpreted situations will lead to violence. This is especially probable as 
these features occur in combination with poor affect regulation and impulse control, leading 
to the situation in which everyday interactions trigger violence through the unregulated 
anger elicited by perceived violations of personal codes like respect and personal space 
(Sommers et al, 2006). Paranoid attributions, emotion dysregulation and the resulting 
aggressive behaviour may therefore underlie the high rates of violence, physical and sexual 
abuse associated with the abuse of methamphetamines (Baicy & London, 2007).

A particular deficit in social-cognitive function associated with methamphetamine 
abuse is difficulty in recognising emotions in other people. For instance, in a recent 
study employing a facial affect recognition task, methamphetamine abusers demonstrated 
difficulties in identifying six basic emotions (anger, fear, happiness, sadness, surprise and 
disgust) (Henry, Mazur & Rendell, 2009). Although Payer et al (2008) was not able to 
replicate these findings with respect to the recognition of fearful and angry faces in a group 
of 12 abstinent (5–16 days) methamphetamine abusers and healthy participants, there were 
differences between the groups in the activation of cortical regions linked to processing 
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affective and social cognitive information. Specifically, less task-related activity was observed 
in methamphetamine abusers in the ventrolateral prefrontal cortex, implicated in affect 
processing, as well as in the anterior and posterior temporal cortex and the temporoparietal 
junction, regions thought to be involved in social cognition. In contrast, higher task-related 
activity was observed in this group in the dorsal anterior cingulate cortex, an area of the brain 
implicated in forms of social hyperactivity that can lead to aggressive behaviour (Eisenberger 
et al, 2007). These findings, in combination with reports of high self-ratings of hostility 
among methamphetamine abusers, suggest a hypersensitivity to socially threatening cues in 
this population (Payer et al, 2008).

Another important aspect of social-cognitive function which may be disrupted by 
methamphetamine abuse is ‘Theory of Mind’. This is the ability to quickly and accurately 
infer people’s mental states, such as intentions, beliefs and desires (Premack & Woodruff, 
1978). Being able to see things from another person’s perspective constitutes an important 
basis for empathy and social communication. Performance on Theory of Mind (TOM) 
tasks therefore can be interpreted as a measure of social competence. One of the most 
commonly employed TOM tasks is the ‘Reading the Mind in the Eyes’ test (Baron-Cohen 
et al, 2001), which requires recognition of affective states from images of eyes only. The test 
differs from basic facial affect recognition tasks in that the discrimination of affective states 
involves more complex emotional terms and often concerns social interaction (Henry  
et al, 2009).

To date, a single study has employed the Reading the Mind in the Eyes test to assess 
the effects of methamphetamines on complex emotional processing. Henry et al (2009) 
compared the performance of 12 methamphetamine abusers who had been in rehabilitation 
and abstinent on average for 6 months with that of healthy controls. Performance deficits 
were observed in the methamphetamine abusers relative to the healthy controls, suggesting 
that methamphetamine abuse leads to multiple potentially chronic forms of social-cognitive 
impairment. In a review by Frith and Frith (2003) three regions that show selective activation 
during Theory of Mind tasks were identified: the medial prefrontal cortex, the temporal 
lobes and the posterior superior temporal sulcus. Impaired functioning in these brain 
regions has been observed in methamphetamine abusers, potentially explaining deficits in 
social-cognitive functioning in this population (Homer et al, 2008).

In conclusion, difficulties among methamphetamine abusers (abstinent and current) in 
the correct identification of basic as well as socially complex emotions in other people, as 
evidenced by damage in this group to neural circuitry thought to be crucial to these abilities, 
may constitute vulnerability factors for engaging in contextually inappropriate behaviours, 
thereby leading to increased levels of social conflict.

Conclusion
Affective neuroscience is able to articulate the neurochemical and neurophysiological 
underpinnings of the changes in mood and behaviour seen in methamphetamine abusers. 
It has been demonstrated that the neurotoxic effects of methamphetamine result in both 
acute and more long-term changes to key neurocircuitries involved in reward processing 
and affect regulation. Changes in dopaminergic function appear to result in alterations in 
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reward sensitivity characterised by reduced ability to experience positive hedonic states for 
various natural rewards, while simultaneously increased drug intake is required to achieve 
rewarding, and to avoid aversive, mood states. Dysregulation of serotonergic function 
also contributes to deficits in frontally mediated affect and impulse regulation, and these 
neurochemical changes may underlie the marked increase in impulsive aggression seen in 
many methamphetamine abusers.

Methamphetamine abuse is also associated with altered function in key regions associated 
with social function, in conjunction with deficits in the ability to recognise basic and more 
complex mental states in others. This deficit in social cognition, alongside possible increases 
in paranoia, is thought to contribute to the misattribution of hostile intentions to others, 
which may then rapidly result in conflictual situations and aggression, due to impaired 
regulation of aggressive impulses.

Several shortcomings are present in the literature on the affective neuroscience of 
methamphetamine abuse. Firstly, cross-sectional and retrospective designs are most 
often used, which results in several problems when interpreting data. In cross-sectional 
designs it is difficult to determine causal relationships between methamphetamine abuse 
and behavioural, as well as neural structural and functional changes. Some researchers  
(eg, Berman et al, 2008; Lin et al, 2004) use retrospective designs, where associations are 
found between methamphetamine use and psychiatric disorders or structural changes in the 
brain. The difficulty here lies in clarifying whether disorders such as depression or psychosis 
are predisposers to, rather than consequences of, methamphetamine abuse.

Another potential confound is the failure to properly characterise various drug use 
parameters. Research in this area does not generally control for possible dose-dependent 
effects of abuse on brain structure and functioning, with many researchers combining 
data from participants with varying levels of methamphetamine abuse. The observation 
that methamphetamine users frequently abuse other drugs as well, including alcohol (Lin 
et al, 2004), nicotine and opioids such as heroin (Williams, Christie & Manzoni, 2001), 
is also generally not considered. These drugs may have additive or interactive effects on 
behaviour and neural structure and function. Future research should employ study designs 
(ie, longitudinal studies) and data analysis strategies that are better able to control for the 
effects of comorbid drug use and psychopathology .

Another difficulty lies in differentiating the effects of methamphetamine at the different 
stages of use, withdrawal and abstinence. The immediate effects of methamphetamine on 
brain functioning and metabolism are likely to be very different to the long-term effects of 
the drug, judging by the observed behavioural tendencies of methamphetamine intoxication 
versus withdrawal. This problem is compounded by the recognition that abstinence itself 
may not be a homogenous state. Studies that have used participants at various stages of 
abstinence have frequently obtained different results for affective behaviour, as well as brain 
structure and functioning. These variations suggest that abstinence is not a unitary state, but 
rather an ongoing process of recovery or enduring pathology. Yet much research has used 
abstinent participants as an undifferentiated group, without controlling for time since last 
intake of methamphetamine.

These effects of individual differences in stage of abuse or drug use parameters are 
difficult to isolate, given the small samples that are invariably employed in studies in this 



Substance use and abuse in South Africa

152

area. Recruiting large samples is understandably difficult with clinical populations, and this 
problem intensifies when the population studied may be reluctant to participate in research 
due to legal ramifications and the social stigma that surrounds their drug habit. The logistic 
and financial constraints imposed by imaging research also contribute to the small sample 
sizes commonly reported. Future multi-site collaborative research initiatives are required in 
order to generate the sample sizes needed to address these issues.

As a general critique of the neuroscience literature in this area, there is a lack of data 
on the affective consequences of methamphetamine abuse, in comparison to the relatively 
clear delineation of cognitive deficits. Although the discipline of affective neuroscience is 
still in its infancy, it has much to offer to the field. The most pressing aspects of the problem 
of methamphetamine abuse, namely, high rates of violence and antisocial behaviour, have 
an affective dimension. More research is needed to understand the extent to which this 
aggression and violence results from neurochemical changes caused by methamphetamine 
abuse, and in what ways these intra-individual changes interact with macro-level socio-
political phenomena, such as inequality and gangsterism.

There are clear indications that affect regulation, impulse control and social cognition are 
adversely affected by methamphetamine abuse, and the literature is able to provide some 
explanation of how these deficits are enacted at a neural and neurochemical level. However, 
our opinion is that the current state of knowledge regarding the neuroscience of affect in 
methamphetamine abuse is suggestive rather than definitive, and that ongoing work in this 
area is urgently required to build a more solid knowledge base.
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9  Neurocognitive effects of alcohol 
abuse and dependence

Kevin G.F. Thomas and Helen L. Ferrett

Introduction
As other chapters in this volume have highlighted, alcohol is the most frequently abused 
substance in the Western Cape, as well as the most common primary substance of abuse 
presenting at clinics, hospitals, and other treatment sites nationwide (Parry et al, 2005; 
Plüddemann et al, 2009). Furthermore, neuropsychologists in this country frequently 
encounter psychiatric and neurological disorders directly and indirectly related to chronic 
alcohol use. For instance, the prevalence of fetal alcohol spectrum disorders (FASD) in 
South Africa is among the highest in the world (May et al, 2007; Urban et al, 2008) (see 
Chapter 3), suggesting that even pregnant women in certain local communities use alcohol 
to troubling degrees.

Our review focuses largely on ways in which heavy drinking affects performance within 
particular domains of cognitive functioning (especially executive functioning). We touch on 
factors that moderate or mediate the effects of alcohol on neuropsychological functioning, 
and consider ways in which cognitive performance improves after a period of abstinence. 
To conclude the chapter, we discuss some of our own work on the neuropsychological 
performance of South African alcohol-dependent adolescents.

Neuropsychological sequelae of chronic alcohol use
The literature we review is focused on individuals with alcohol-use disorders (AUD). 
The term ‘AUD’ refers to the collection of symptoms present in persons carrying DSM-IV 
diagnoses of alcohol dependence or alcohol abuse, or ICD-10 diagnoses of dependence or 
harmful use (Grant et al, 2004; Schuckit, 2009) (see Chapter 2). Furthermore, as in many 
other such reviews, we concentrate on ‘uncomplicated’ AUD (that is, AUD with no history 
of Wernicke-Korsakoff syndrome or of chronic hepatic disease), given that this category 
represents most individuals with alcohol-use disorders (Durazzo & Meyerhoff, 2007).

Although the precise mechanisms underlying the effects of alcohol on the brain are beyond 
the scope of this chapter (and, indeed, are still the subject of some debate in the literature), it 
is useful to note that brain regions particularly vulnerable to the neurotoxic effects of chronic 
alcohol use include the frontal lobes, the limbic system (including the hippocampus, amygdala 
and hypothalamus) and the cerebellum (Oscar-Berman & Marinkovic, 2007). Damage to 
these structures is probably responsible for the typical neuropsychological profile observed 
in individuals with AUD: a scattered pattern of strengths and weaknesses across cognitive 
domains, with language, verbal abilities and IQ remaining relatively intact, while information 
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processing speed, complex perceptual-motor integration, visuospatial abilities, learning, 
episodic memory, working memory and, particularly, executive skills are impaired (eg, Bates 
et al, 2002; Beatty et al, 1996; Grant, 1987; Parsons et al, 1987; Pitel et al, 2007).

Although several of the basic and most frequently cited studies on cognitive impairment 
associated with AUD were published as many as 30 years ago, researchers continue to refine 
questions related to, and methods and tools to explore, neuropsychological deficits in heavy 
drinkers. For instance, Green et al (2010) noted that, even in treatment-seeking individuals 
who are most severely affected and who therefore would be expected to show quite significant 
signs of cognitive impairment (Fein et al, 2002), neuropsychological assessments often fail 
to detect any such impairment. Given that one probable reason for this failure is that the 
neuropsychological instruments being used are not appropriate for the purpose of detecting 
impairment in AUD individuals, Green and colleagues set out to test the clinical utility of 
the Repeatable Battery for the Assessment of Neuropsychological Status (RBANS; Randolph 
et al, 1998) for that population.

The RBANS has been established as an effective screening tool for use in several different 
clinical populations (eg, Hook et al, 2010; Larson et al, 2005; Wilk et al, 2002), and is 
considered particularly suitable as a screen because administration time is short (20–30 
minutes), scoring is easy and interpretation is relatively simple. Furthermore, the instrument 
delivers separate scores on many essential cognitive domains, including verbal and visual 
memory, language, attention and visuospatial abilities (Duff et al, 2003; Gontovksy et al, 
2004). Most significantly for the South African clinical neuropsychologist, and the reason we 
are highlighting the work by Green et al (2010) on the use of this instrument in the assessment 
of heavy drinkers, is the fact that the RBANS has demonstrated utility in cross-cultural 
neuropsychological assessment (Lim et al, 2010; Patton et al, 2003). The practice of clinical 
neuropsychology in South Africa is severely hamstrung by the lack of culturally appropriate 
instruments that are properly standardised and normed (Nell, 2000; Shuttleworth-Jordan, 
1996). The availability of a screening instrument with the psychometric and cross-cultural 
properties of the RBANS is therefore important to note.

Green et al (2010) compared a group of moderate-to-heavy drinkers (n = 28, intake of 
30–80 g of ethanol per day) to a demographically matched control group (n = 28, intake of <21 
g of ethanol weekly). Consistent with predictions based on previous literature, participants 
in the alcohol group performed more poorly on measures of new learning and memory and 
visuospatial ability, but were intact on measures of basic attention and language. Although 
these data do not add any particularly new insights into the neuropsychological profile of 
AUD individuals, their value is in the fact that they (1) are derived from a screening battery 
of co-normed subtests covering most major domains of cognitive function, and yet still  
(2) confirm previously established patterns of performance.

Executive functioning in AUD individuals
The concept of a ‘central executive’ responsible for the general organisation of behaviour was 
introduced by Baddeley and Hitch (1974). Subsequent theoretical and empirical work has 
expanded upon that concept, so that ‘executive functions’ are now defined as encompassing 
several components, including the ability to form goals, plan a means to attain those goals, 
execute those plans and self-monitor progress toward the goals so as to adapt the plan to 
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environmental contingencies (Lezak et al, 2004). Intact executive functioning is therefore 
essential for ‘appropriate, socially responsible and effectively self-serving adult conduct’ 
(Jurado & Rosselli, 2007:213).

Neural circuitry within, and connected to, the frontal lobes subserves the executive 
functions. As other chapters in this volume (particularly Malcolm-Smith et al and Meintjes 
et al) have emphasised, there is converging evidence from basic and clinical research, using 
neuroimaging, psychophysiological and neuropathological techniques, that substances 
of abuse selectively target neural circuits and neurotransmitter systems centred on and 
interacting with the frontal lobes (Sullivan, 2007). Although those chapters focused on 
methamphetamine, the same circuits and systems, and thus the same frontal regions, are 
also especially vulnerable to the effects of alcohol abuse and dependence (Moselhy et al,  
2001, Oscar-Berman & Marinkovic, 2007). For instance, neuropathological work by 
Harper and colleagues (1985, 1998, 2005) on the brains of deceased alcoholics showed 
selective neuronal loss from the frontal cortical regions. Early structural MRI studies 
revealed associations between alcohol consumption and volume losses in the frontal lobes 
(Pfefferbaum et al, 1997). More recently, a diffusion tensor MRI study confirmed associations 
between diminished white matter integrity in the right hemisphere frontal regions (superior 
longitudinal fascicles, orbitofrontal cortex and cingulum) and performance on tests of working 
memory (Harris et al, 2008). Similarly, functional MRI studies using both adolescent and 
adult AUD participants have revealed abnormalities in frontal activation during engagement 
in working memory tasks (Tapert, Pulido et al, 2004; Tapert, Shweinsburg et al, 2004; 
Vollstadt-Klein et al, 2010), and a PET study showed hypometabolism in the mediofrontal 
cortex, which was positively correlated with reduced verbal generativity, and in the left 
dorsolateral prefrontal cortex, which was positively correlated with reduced behavioural 
inhibition (Dao-Castellana et al, 1998).

Although the basic and clinical science work reviewed above is elegant and highly 
informative, until relatively recently a problem for clinicians who needed to document, via 
neuropsychological assessment, the association between chronic alcohol consumption and 
frontal dysfunction was that such assessment of frontal lobe functioning was notoriously 
difficult. In his classic paper, Teuber (1964) referred to the ‘recurrent perplexity’ inherent 
in the fact that ‘[m]an’s frontal lobes have always presented problems that seemed to exceed 
those encountered in studying other regions of his brain’ (p. 410). One of the problems 
Teuber sought to highlight was that patients with frontal damage presented in such varying 
ways that attempts to describe a consistent frontal pathology were frustrating to the 
neurologists, psychophysiologists and physicians of his day. Over the past several decades, 
of course, advances in electrophysiological and in vivo neuroimaging techniques, as well as 
more careful experimental approaches to lesion studies, have allowed neuropsychologists 
and cognitive neuroscientists to unravel Teuber’s riddle, and to delineate in reasonable detail 
the functional neuroanatomy of the frontal lobes (Bigler, 2009; Mega & Cummings, 1994; 
Stuss & Levine, 2002).

Of course, these advances have offered research and clinical neuropsychologists tools 
that are better able to measure discrete executive functions, such as attentional control, 
verbal fluency, planning, set-shifting, goal-setting, problem-solving, cognitive flexibility, 
inhibition and impulse control, and their association with discrete frontal circuitry. Those 
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neuropsychologists assessing AUD patients have benefited as much as anyone from these 
tools, and, over the last two decades, a sizeable literature examining discrete executive 
functioning deficits in AUD individuals has emerged. In general, this literature suggests that 
chronic consumption of alcohol over a lengthy period is associated with deficits in abstract 
thinking, cognitive flexibility and the ability to persist with a certain set of successful 
responses while inhibiting competing intrusive impulses (Moselhy et al, 2001; Noel et al, 
2001; Ratti et al, 2002).

For instance, in a wide-ranging investigation, Ihara et al (2000) found that their group 
of 17 alcohol-dependent individuals performed more poorly than matched controls on tests 
of everyday problem-solving, concept formation, set-shifting and behavioural inhibition, 
even though they showed no deficits on tests of memory or general intellectual functioning. 
Similarly, Zago-Gomes and Nakamura-Palacios (2009) used a brief bedside screening 
battery (the Frontal Assessment Battery, or FAB) sensitive to executive dysfunction (Dubois 
et al, 2000) in their study of 170 Brazilian alcohol-dependent outpatients. They found that, 
compared to non-alcoholic controls, the patients performed more poorly on FAB measures 
of motor programming, sensitivity to interference and inhibitory control.

In studies measuring only one specific executive function, alcohol-dependent individuals 
performed more poorly on the Iowa Gambling Task, an instrument which assesses 
decision-making and is sensitive to lesions of the ventromedial prefrontal cortex (Bechara  
et al, 2001; Mazas et al, 2000). Similarly, Nixon and Parsons (1991) showed that alcoholics 
completing a nonverbal abstraction task did not score any differently from a non-alcoholic 
control group when only their final answers were examined, but that alcoholics were less 
efficient in solving the problems. This relative lack of problem-solving efficiency was also 
identified by Fama et al (2004), who showed that alcoholics recruited executive systems to 
help them solve perceptual learning problems, whereas non-alcoholic controls used only 
basic visuospatial processes to complete the same set of problems (see also Glenn & Parsons, 
1991, 1992; Nixon et al, 1995).

Because deficits in executive functioning are, in general and in AUD, so often associated 
with personality and behavioural dysfunction (Finn et al, 2000, 2009; Lezak et al, 2004; 
Mazas et al, 2000; Oscar-Berman & Marinkovic, 2007), much of the recent literature on 
executive impairment in AUD has sought to investigate questions such as whether the extent 
of such impairment is predictive of treatment outcome or of the ability to abstain from 
alcohol (Goldstein & Volkow, 2002; Moselhy et al, 2001). Although cognitive impairment 
in general is negatively associated with (1) positive prognosis following treatment and (2) 
ability to acquire treatment-relevant information successfully (Godding et al, 1992; Parsons, 
1983; Smith & McCrady, 1991), specific executive function impairments in AUD individuals 
are even more likely to affect the course and success of rehabilitation attempts. For instance, 
Teichner and colleagues (2001) reported that successful attainment of treatment objectives 
by patients enrolled in a comprehensive rehabilitation programme was related to pre-
intervention performance on a working memory task. Miller (1991) reported that impaired 
abstract thinking ability, cognitive flexibility, planning and behavioural inhibition were more 
prevalent in relapsers than in successful recoverers.

It is clear, therefore, that there is an association between executive dysfunction and 
treatment failure/relapse. What is not clear are the mechanisms underlying that association. 
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As Blume and Marlatt (2009) state, it is likely that these mechanisms are much more complex 
than simply asserting that, for instance, impaired behavioural inhibition leads to an inability 
to abstain from alcohol or to avoid alcohol-related settings. Although few published studies 
directly address these complexities, some suggest that the relationship between executive 
dysfunction and poor treatment outcome might be mediated by the presence of impairments 
in particular functional domains, such as the marital relationship (Tuck & Jackson, 1991) 
and employment status (Moriyama et al, 2002).

Individual differences in the effects of alcohol on neurocognition
Our review to this point has implied, somewhat misleadingly, that there is a typical AUD 
individual with a typical profile of alcohol-induced neuropsychological impairment. In fact, 
the nature, pattern, and degree of impairment vary across individuals, probably because 
there are individual differences in the location and extent of alcohol-related neural injury 
(Oscar-Berman & Marinkovic, 2007). For instance, data from family, twin and adoption 
studies converge to suggest that vulnerability to alcohol abuse and dependence, as well 
as metabolic responses to alcohol, are quite strongly influenced by hereditary factors and 
genetic variants (Begleiter & Porjesz, 1999; Dick & Foroud, 2003; Edenberg & Foroud, 
2006). Demographic variables (eg, age, sex, education) also moderate the relationship 
between alcohol use and AUD-induced neurobiological and neuropsychological impairment. 
Similarly, polysubstance use, poor nutrition and comorbid psychiatric and neurological 
conditions can exacerbate the effects of alcohol on the brain, and can create environmental 
circumstances under which the individual’s intake of alcohol increases (Oscar-Berman & 
Marinkovic, 2003; Petrakis et al, 2002).

The factors listed above are, somewhat surprisingly, stronger predictors of 
neuropsychological impairment in abstinent alcoholics than are alcohol-use patterns (eg, 
duration of use, type and typical amount consumed; Adams & Grant, 1984; Fein et al, 
1990). It is important that clinical neuropsychologists bear this point in mind during 
history-taking when assessing an AUD individual, and it is for this reason that we review in 
more detail two of the moderating variables listed above: sex and age.

Over the past 20 years, the literature on sex differences in the effects of chronic AUD 
on brain structure and function has grown remarkably. Despite this increasing interest, 
neuroimaging studies have come no closer to confirming with any consistency that either 
male or female alcoholics are more susceptible than the opposite sex to reduced grey or 
white matter changes in brain metabolism, or variations in task-related neural activity (see 
Oscar-Berman & Marinkovic, 2007, for a review).

Similarly, studies of sex differences in neuropsychological performance of AUD 
individuals have delivered contradictory evidence. For instance, a recent cross-sectional 
study of alcohol-dependent Russian adults found that females performed more poorly than 
males on tests of cognitive flexibility, visuospatial processing and problem-solving (Flannery 
et al, 2007). These data are not consistent with those presented by Yonker et al (2005), 
who showed that, in men and women aged between 35 and 85 years, only groups classified 
as non-drinkers or light drinkers showed sex differences in favour of men on visuospatial 
tasks. Yonker and colleagues also showed, however, that women outperformed men on an 
episodic memory task across all levels of alcohol consumption. These data, in turn, are not 
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consistent with those presented by Sullivan and colleagues (2000b, 2002), who showed 
that, relative to non-alcoholic matched controls, both alcoholic men and women showed 
preserved declarative memory functioning. One of the results presented by Sullivan et al 
(2002) has been replicated in a recent study, however: in a sample of alcohol-dependent 
Taiwanese individuals, women performed more poorly than men on measures of working 
memory (Liu et al, 2010).

The data with regard to the moderating effects of age on AUD-induced neuropsychological 
impairment are much more unambiguous than those with regard to sex differences. In 
healthy, non-alcoholic individuals, age-related changes in neuroanatomy, neurophysiology 
and neurochemistry are similar to changes observed in the brains of alcoholic individuals. 
For instance, processes such as ventriculomegaly (widening of, in particular, the lateral 
ventricles), frontal and cerebellar atrophy and enlargement of the cerebral sulci are observed 
in normal ageing brains as well as in alcoholic brains (see, eg, Harper, 1998; Makris et al, 
2008; Pfefferbaum et al, 1997; Sullivan et al, 2000). Furthermore, as people age they show 
a marked increase in physiological sensitivity to alcohol (Dufour & Fuller, 1995; Meier & 
Seitz, 2008; Pozzato et al, 1995; Spencer & Hutchinson, 1999).

These neurobiological observations led to the formulation of a theoretical framework, 
the premature ageing hypothesis, which attempted to describe and predict analogous AUD- 
and age-related cognitive changes. In its most empirically viable form, this model postulates 
that

an aging brain is more vulnerable to the influences of toxic substances, including ethanol, 
than is the brain of a younger person … [and therefore] only older alcoholics (over age 50)  
are [cognitively] impaired compared with age-matched controls; younger alcoholics remain 
cognitively intact. (Oscar-Berman & Marinkovic, 2007:240)

Cross-sectional neuroimaging and neuropathological studies, comparing younger to older 
AUD individuals, have provided evidence confirming this proposition: cortical, subcortical 
and cerebellar brain regions, as well as the corpus callosum, are smaller and feature reduced 
blood flow in older, compared to younger, alcoholics (see Oscar-Berman & Marinkovic, 2007, 
for a review). Furthermore, the extent of these specific neuroanatomical and neurochemical 
changes in the brains of ageing alcoholics correlates strongly with the extent of specific 
neuropsychological changes (particularly in the domains of working memory, processing 
speed and visuospatial abilities) and of specific psychomotor changes (as measured, for 
example, by gait and balance composites) manifested by those individuals (Pfefferbaum et al,  
2006; Schulte et al, 2005; Sullivan et al, 2000b).

Improvement with abstinence
Clinical neuropsychologists working in rehabilitation and treatment settings will typically 
assess AUD individuals at baseline (ie, upon admission to the rehabilitation/treatment 
programme) and then again several months later (either after completion of the entire 
programme or at an appropriately spaced interval within the programme). A key question 
the clinician faces at follow-up assessment is whether he/she should expect to see any 
recovery of cognitive function in the now-abstinent AUD individual.
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The literature regarding reversibility of AUD-induced neural damage provides some 
answers to this question. Neuroimaging studies suggest there is no difference in global 
cerebral atrophy between older abstinent men and matched controls (Di Sclafani et al, 1995), 
that there is evidence of at least partial recovery of metabolic function and of region-specific 
recovery of white-matter volume in long-term abstinent individuals (Johnson-Greene et al, 
1997; O’Neill et al, 2001), and that reversibility of ventricular enlargement can be achieved 
with even short-term abstinence (Zipursky et al, 1989). Although not all of these (and 
other similar) neuroimaging studies measured cognitive function and correlated it with  
abstinence-associated structural/metabolic changes, of those that did, most found that 
underlying brain changes were mirrored by changes in performance on neuropsychological 
tests.

There are, however, other important factors for the neuropsychologist to consider when 
conducting post-treatment or post-abstinence assessments. The individual differences noted 
above are again critical. For instance, Rourke and Loberg (1996) report that after two to 
three weeks of abstinence 45% of alcoholics continue to show detectable neuropsychological 
impairment; after one year of abstinence, 15% continue to show such deficits. The implication 
here is that the same moderating/mediating variables listed in the previous section impact 
upon the magnitude and trajectory of recovery following a period of abstinence (Rourke & 
Grant, 1999; Skinner et al, 1989; Solomon & Malloy, 1992).

In general, however, there is improvement (and sometimes even as much as a return 
to normal levels) in numerous domains of cognitive functioning after both short (one to 
three months) and longer (more than 12 months) periods of abstinence (see Durazzo & 
Meyerhoff, 2007, and Moselhy et al, 2001, for reviews). For instance, performance on 
tests of psychomotor functioning, attention, working memory, associative learning, visual 
memory, verbal declarative memory, visuospatial abilities and fund of verbal knowledge 
improves with prolonged abstinence (Brandt et al, 1983; Reed et al, 1992; Rourke & Grant, 
1999). Furthermore, some studies (eg, Mann et al, 1999; Sullivan et al, 2000b) suggest that 
recovery occurs within weeks when complete abstinence is maintained.

With regard to AUD-induced impairments in executive functioning, although there 
is something of a lack of systematic investigation, the trajectory of recovery following 
abstinence appears to be less clear-cut than that for other cognitive abilities. Moselhy et 
al (2001:365) suggest in their review that ‘frontal lobe changes are potentially reversible 
to some degree with abstinence for several months or years, but even after several years 
the brain may remain abnormal’. Data from numerous neuropsychological studies are 
consistent with this suggestion, showing that deficits in abstract reasoning, behavioural 
inhibition, planning, verbal generativity and cognitive flexibility can persist (Bates et al, 
2005; Clarke & Haughton, 1975; Munro et al, 2000; Zinn et al, 2004), even after long 
periods of abstinence (Fein et al, 1990; Medina et al, 2004; although see Fein & McGillivray, 
2007, for contradictory data).

Adolescent alcohol abusers in South Africa: neuropsychological findings
Almost all of the literature reviewed above, and by far the majority of the literature in the 
field, focuses on adults with AUD. Local and international developmental studies of alcohol 
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use suggest, however, that the consequences of heavy drinking in adolescence extend 
beyond those related to a greater risk of injury and accidents, and even beyond increased 
chances of being diagnosed with alcohol dependence later in life; functional impairment in 
educational, occupational, social and academic domains extends well into adulthood (Dawes 
et al, 2000; Parry et al, 2004; Schuckit, 2009; Zeigler et al, 2005). Furthermore, because 
the brain is not fully mature at adolescence, any neurotoxic insult experienced at this stage 
can have far-reaching structural and functional consequences (for reviews, see Brown &  
Tapert, 2004; Monti et al, 2005). Neuroimaging studies suggest that the hippocampus and 
prefrontal cortex are particularly vulnerable, and that white matter integrity (eg, in the 
corpus callosum) is negatively affected by heavy drinking during adolescence (eg, De Bellis 
et al, 2000, 2008; Squeglia et al, 2009; Tapert et al, 2003).

These adverse effects on brain structure lead, predictably, to adverse effects on cognitive 
functioning. Longitudinal and cross-sectional studies of adolescents with AUD have shown 
that there are subtle but detectable deficits in general intellectual functioning, psychomotor 
functioning, processing speed, attention, memory for verbal and nonverbal information, 
and executive function (Brown & Tapert, 2004; Moss et al, 1994; Tapert et al, 2002; Zeigler 
et al, 2005).

One major complicating factor in the interpretation of data presented in the studies 
cited above is that their samples were drawn largely from populations of treatment-seeking 
adolescents with AUD. As is the case in adults, however, treatment-seeking adolescents 
represent only a small proportion of the overall AUD population; most AUD adolescents 
are community-dwelling and treatment-naïve. Furthermore, any attempt to generalise 
research findings from treatment-seeking samples to the treatment-naïve population would 
be mistaken: treatment-seeking AUD individuals tend to consume substantially more 
alcohol, and to be much more likely to present with psychiatric comorbidity and extensive 
neural damage, than treatment-naïve AUD individuals (Di Sclafani et al, 2008; Fein et al, 
2002; Fein & Landman, 2005). Furthermore, many of the samples used in the studies 
reviewed above featured individuals with polysubstance abuse. This fact makes it difficult 
to disentangle impairments in cognitive function due to alcohol use from those due to, for 
instance, cannabis and stimulant use.

To address these methodological issues, and to thereby provide some clarity on the 
effects of alcohol on adolescent neuropsychological functioning, a team led by George 
Fein (Neurobehavioral Research, Inc), Susan Tapert (University of California, San Diego), 
Paul Carey (University of Stellenbosch) and Dan Stein (University of Cape Town), and 
involving other researchers from the University of Stellenbosch and the University of Cape 
Town, initiated a research programme examining community-dwelling, treatment-naïve 
adolescents with AUD in Cape Town (NIH grant RO1 AA016303-01; PI: G. Fein). South 
African adolescents tend to prefer alcohol as a substance of abuse, and the incidence of 
polysubstance abuse in Cape Town schools is much lower than that in the United States, 
where much of the previous research in this field has originated (Flisher et al, 2003; Parry 
et al, 2004; Plüddemann et al, 2009). Studying adolescent AUD in South Africa therefore 
provides a relatively unique opportunity to sample from a reasonably pure and untreated 
population, and hence to make stronger claims to understanding the effects of heavy alcohol 
use on the adolescent brain.
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In the first paper to emerge from that research collaboration, Ferrett et al (2010) reported 
the comparison of a group of alcohol-dependent adolescents (n = 26) with a control group 
of adolescents with no, or very little, history of alcohol consumption (n = 26). The groups 
were matched on all major demographic variables, and all participants were free of other 
substance use disorders, externalising pathology and psychiatric, medical or neurological 
disorders. Regression analyses of data from a comprehensive battery of neuropsychological 
tests revealed that group membership (AUD versus control) contributed to a significant 
portion of the variance in performance on measures of psychomotor functioning, verbal 
memory and one aspect of executive functioning (viz, the ability to self-monitor behaviour), 
even after controlling for tobacco use and demographic characteristics.

These preliminary results suggest that, consistent with data from earlier studies, AUD 
adolescents do indeed show subtle deficits in discrete cognitive domains. The current data 
are important, however, because they establish the presence of these deficits even in the 
absence of polysubstance abuse and psychiatric comorbidity. The observed cognitive deficits 
might, of course, be larger in samples with such abuse and comorbidity; comparative studies 
of such South African adolescent populations are forthcoming.

Finally, it is worth noting that almost 40% of the participants in the AUD group in 
this study smoked cigarettes regularly. Recent research suggests that chronic cigarette 
smoking in the context of primary AUD has the potential to magnify neurobiological and 
neuropsychological impairment, and to alter the course of recovery in abstinent individuals 
(Durazzo & Meyerhoff, 2007). These additive effects of smoking have not yet been studied 
in an AUD population such as is the focus of the Cape Town collaboration; investigations 
along those lines might therefore be enlightening.

Conclusion
When clinical neuropsychologists are asked to assess individuals with alcohol-use disorders, 
they face challenges with regard to heterogeneity: aetiology, forms and location of neural 
damage, and of functional outcomes. As our review suggests, the existing literature in this 
field spans an enormous range, but if the clinician is to conduct an effective assessment, and 
is to deliver insightful treatment recommendations, it is critical that he/she keeps abreast 
of the latest scientific developments with regard to the heterogeneity, at every level, that 
characterises AUD. It is also important that the clinician uses appropriate tools. For instance, 
as we have emphasised, impaired executive function is characteristic of even long-term 
abstinent alcoholics, but only the use of appropriately specialised assessment instruments 
will allow the detection of relatively subtle deficits within the broad category of executive 
abilities.

Our review also makes it clear, we hope, that ongoing research into the neurocognitive 
effects of alcohol abuse and dependence must involve cross-disciplinary teams and must 
assume an integrative approach: genetic and family variables must be adequately assessed, 
demographic variables must be taken into account; structural damage must be accurately 
measured; and functional changes across multiple domains must be evaluated. The research 
neuropsychologist is a vital member of this cross-disciplinary team. He/she is best qualified 
to select and administer a cognitive test battery that will identify patterns and magnitude of  
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deficit and sparing, allow the quantification of recovery with abstinence, and indicate the best 
approach to rehabilitation. Furthermore, the well-trained neuropsychologist will be able to 
integrate findings from structural and functional neuroimaging sessions, electrophysiological 
measures, genetic tests and neurocognitive test batteries, and will therefore be best placed to 
assume a position at the heart of an integrative approach to the assessment and treatment of 
individuals with alcohol use disorders.
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Introduction
Freud had remarkably little to say about addiction, save for this one observation, made early 
in his psychological work (and often repeated thereafter):

It has dawned on me that masturbation is the one major habit, the ‘primal addiction’ and that it 
is only as a substitute and replacement for it that the other addictions – for alcohol, morphine, 
tobacco, etc., – come into existence. (Freud, 1897:272)

A minor elaboration of this view is the following one, also made early in Freud’s work:

Not everyone who has occasion to take morphia, cocaine, chloral-hydrate, and so on, for a 
period, acquires in this way an ‘addiction’ to them. Closer enquiry usually shows that these 
narcotics are meant to serve – directly or indirectly – as a substitute for a lack of sexual 
satisfaction.’ (Freud 1898:276)

In other words, during development masturbation is normally replaced by adult sexual 
satisfaction, but where it is not it may be substituted by (another) addiction.

These are quintessentially Freudian claims, museum-quality examples of the type. For 
that reason, perhaps, they are all too easily dismissed by addiction researchers today. If 
readers are willing to suspend judgment for a moment, though, and permit us to unpack 
the meaning of these claims and reconsider them in the light of contemporary neuroscience, 
their patience will be amply repaid.

For all of his failings, Freud had an uncanny ability to identify the essence of a 
psychological problem. The fundamental problem of addiction exposed by the parallel that 
Freud drew with masturbation is that substance abuse (like masturbation) is an affectively 
rewarding activity that serves no biological purpose. Substance abuse generates hedonically 
positive affects in the brain (or reduces negative ones; for full discussion of this ‘opponent 
process’ issue in addiction research, see Khantzian, 2003) but does not sustain reproductive 
fitness. In fact, it does the opposite. Addiction therefore cannot be an evolutionarily proper 
use of the brain mechanisms in question, but it is psychologically compelling nonetheless.

Substance abuse vs masturbation
Substance abuse appears to employ brain mechanisms that were evolutionarily designed to 
reward biologically useful activities (like copulation, as opposed to masturbation) (see also 
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Chapter 5). This is what pleasurable affects are for, evolutionarily speaking; they reward 
biologically useful actions, and thus motivate animals to perform the work that is necessary 
to achieve them (Solms & Nersessian, 1999; Damasio 1999). The word ‘abuse’ in ‘substance 
abuse’ refers to the fact that the pleasure is attained without the natural effort and persistence it 
was designed to reward. The motivation to perform the effortful work to achieve biologically 
useful goals in an indifferent and even hostile world is substituted by mere self-administration 
of pleasure-producing (or unpleasure-reducing) substances. This requires hardly any effort 
at all, aside from acquiring drugs that are not legally available, and nothing biologically 
useful is achieved by it. Part of the affective prize is thus attained without actually taking 
part in the social pursuit and competition for gratification. The biological purpose of reward 
is cheated. A cheap form of affect has been traded for reproductive fitness.

Herein presumably lies the root of our moral condemnation of both masturbation and 
addiction alike.

This conclusion seems to be the implication of the second Freud quotation above: 
substance abuse (like masturbation) is an inferior substitute for ‘real’ sources of satisfaction 
(like copulation). Substance abuse, like masturbation, represents a failure to negotiate the 
transition from infantile self-soothing to mastery of the real external world – the arena of all 
the competitions that we simply have to enter in order to survive and reproduce.

This begs the question: why and how do we normally negotiate this transition? What 
enables us to give up effortless masturbatory/addictive pleasures in favour of real ones, in 
favour of the biologically (and morally) wholesome ones? If we can trace the mechanism by 
which we normally traverse this transition, we will have identified the pivotal locus of the 
biological failure (of the psychopathology) called addiction.

It seems unlikely that evolution would have left this important task to moral persuasion 
(education or learning) alone. There must be some intrinsic mechanism that motivates us to 
forego empty pleasures in favour of the more difficult and risky business of engagement with 
the real world. And there does appear to be just such an intrinsic mechanism, the identification 
of which reveals important shortcomings in many contemporary conceptualisations of the 
neural basis of reward.

If the biology of reward entailed a unitary brain mechanism, such as the one that many 
eminent researchers still seem to claim for the mesocortical-mesolimbic dopamine (DA) 
‘reward system’ (Haber & Knutson, 2009; Rolls, 1999), then it is difficult to imagine why 
animals would ever bother to negotiate the task just mentioned. Why not just go straight for 
the reward, and bypass the effort and risk involved in the activities that ‘properly’ generate 
them? It comes as no surprise to us to learn, therefore, that the mammalian brain does contain 
a more complex reward mechanism which drives us to seek our pleasures in the external 
world. This latter mechanism is indeed the mesocortical-mesolimbic DA system, but it turns 
out to not be a simple ‘reward’ system at all – despite the fact that almost all drugs of abuse (like 
all forms of appetitive behaviour) do indeed massively increase DA activity in this system.

Seeking reward
The mistaken attribution of simple reward functions to the mesocortical-mesolimbic 
DA system was first appreciated by Panksepp (1982, 1986). He observed that artificial 
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stimulation of this (D2-receptor-mediated) motivational DA system does not generate 
pleasurable feelings and blissful satiation in mammals, as consummation of a need normally 
should. Rather it impels the animal to excitedly seek more of the stimulation (in other words, it 
actually increases the appetitive drive that leads us to rewards, rather than the consummation 
behaviour that actually delivers them). This and subsequent research led Panksepp to rename 
the DA ‘reward’ system a ‘SEEKING’ system (Panksepp 1998; capitals in the original). 
The SEEKING system motivates animals to engage with the world – to eagerly forage, to 
curiously explore, to optimistically expect – in short, to look to the outside world for attaining 
pleasurable experiences. The SEEKING system is stimulated into action internally by medial 
hypothalamic ‘need detector’ mechanisms, and externally by enticing opportunities in the 
world. And when it is activated it impels the animal to engage with the real objects that 
satisfy its inner needs. This in turn generates pleasurable experiences via PLEASURE-LUST 
(and other) systems, which utilise the SEEKING system for their hedonic ends but which 
are not themselves mediated by DA alone. These systems will be discussed below.

Berridge and Robinson (1998) were driven to very similar conclusions by their own 
research findings, which eventually led Berridge (2007) to draw an analogous (but as we 
shall see, not identical) distinction between the brain mechanisms for ‘wanting’ and ‘liking’ 
in mammals, with ‘wanting’ being just one step removed from SEEKING. (A full history of 
the diversity of views in this theoretical hornet’s nest is summarized in Alcaro et al, 2007, 
and Panksepp & Moskal, 2008.)

It is not difficult to see, in light of our reflections on Freud’s observations, why an 
instinctual SEEKING or ‘wanting’ mechanism would have evolved alongside the PLEASURE 
or ‘liking’ mechanism. It is a sad but incontrovertible fact that all our needs cannot be met 
narcissistically, by mere feeling of reward versus actual achievement of reward. Biological 
needs represent a true lack in the organism that can only be rectified by an object (and 
usually a rather specific object) in the outside world. This is one of the great facts of life, and 
an ultimate source of all its struggles.

The distinction between the brain’s appetitive and consummatory ‘reward’ mechanisms 
helps to make sense of the fact that addicts do not generally find their substance-induced 
DA surges to be pleasurable; at times they do not even like the objects of their addictive 
wants (Kassel, 2010).

Most recent addiction research into the ‘wanting’ aspect of the brain’s so-called reward 
mechanisms has, however, not been interpreted within Panksepp’s framework as summarised 
above. It has been interpreted on the view that ‘wanting’ is equivalent to something quite 
different from simple SEEKING, something called ‘incentive salience’ (Robinson & Berridge, 
2003). On this view, DA activity is said to predict which objects are likely to produce 
pleasurable experiences (incentive), and thereby to motivate the animal to selectively attend 
to such objects (salience). Addiction researchers who follow this view (eg, Volkow et al, 
2009) accordingly argue that drug-induced DA surges make addicts over-incentivise the 
drugs that generate such surges – and associated environmental cues – to consider them 
excessively important (inappropriately salient).

A moment’s thought, however, reveals a significant conflation in this view. Drug-induced 
surges in salience attribution should incentivise the addict to pay extra attention to the 
pleasure-generating things they come across while high, not to the thing (the DA agonist) 
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that merely induced the high. On Berridge’s own theory, the DA agonist is not intrinsically 
affect-generating. The foraging behaviours (and the associated curious, interested, expectant, 
optimistic feelings) that DA actually induce, merely increase the chances of the animal 
encountering the real objects of their needs – the objects that they ‘like’. This, a second 
stage that can only follow the primary ‘SEEKING/wanting’ process, is what is actually 
rewarding.

The incentive salience mechanism that Berridge and others attribute to the mesocortical-
mesolimbic DA system seems to be a higher-order process in the complex cascade of appetitive 
eagerness. Firstly, the animal has to (1) be driven to seek the objects of its biological needs 
in the outside world, surely an invigorating hedonic activity, before it can (2) experience 
the pleasurable rewards that such objects generate, which in turn enables the animal to (3) 
learn from such experiences – ie, associate specific objects with the pleasurable relief of 
each need. Only then can the animal have any basis for predicting biologically appropriate 
pleasures from the sight or smell of specific objects (ie, attribute incentive salience). In short, 
incentive-salience has to rely on past learning, while SEEKING is an intrinsic emotional-
affective system that allows learning to occur.

Panksepp has always emphasised the intrinsically ‘objectless’ quality of the SEEKING 
instinct, calling it ‘a goad without a goal’ (Panksepp, 1971). Learning comes later, and 
involves much more than instinct. Learning is a by-product of the encounter between instinct 
and environment. Learning would never occur if it were not for the existence of a primary 
instinct toward engagement with the environment – with all the effort, frustration and risk  
that this entails.

Incentive salience – a learning-based mechanism – therefore reveals itself to be (in 
Freudian terms) an ‘ego’ rather than an ‘id’ mechanism. Ironically, this is also where moral 
persuasion (the ‘superego’) may enter the equation. It is no accident that recent research 
on the role of incentive salience in addiction has strongly emphasised the contribution 
in addictive pathogenesis of aberrant inhibitory controls on the underlying mescortical-
mesolimbic DA activity (Baler & Volkow, 2006). All the influences exerted by parents, 
upbringing, education and the like have their effects on these higher (‘learning’) aspects 
of the transition from self-soothing to object mastery. We should therefore be on our 
guard against overly reductionist attempts to elucidate the basic molecular mechanisms of 
incentive salience conditioning (Chen, Chen & Chiang 2009) as if it were the same as the 
primary-process motivation employed in SEEKING resources. The variability contributed to 
any psychopathology by higher-order environmental factors such as parenting, upbringing 
and education, as Freud taught us, can be very complicated indeed.

It is to the first two steps in the three-step process outlined above that we must return, 
then, if we wish to elucidate the hard-wired, instinctual (‘id’) mechanisms leading from 
self-soothing to object mastery. There are very special hedonic feeling components to the 
instinctual systems that support those aspects of survival which require a confrontation with 
the real world.

We have said already that the first step in the process must be a basic SEEKING tendency, 
which drives the animal to ‘forage’ in the outside world, triggered by its detection of an inner 
need. Why, then, is this simple and primary DA-activated process so heavily implicated in 
addiction? After all, SEEKING is the step in the putative process that leads the animal away 
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from narcissistic self-soothing (from Freud’s ‘masturbation’). Why then do substances of 
abuse increase activation of this DA mechanism? Does this not reveal a contradiction in the 
parallel that Freud drew between masturbation and addiction (which he saw as a fixation 
upon or regression to self-soothing)?

It certainly would be a contradiction if it were not for the important finding (made 
in relation to cocaine addiction in the 1980s, and in subsequent studies in relation to 
methamphetamine, alcohol and heroin, too) that D2 receptors are consistently decreased 
in addicts, even long after the resolution of acute withdrawal effects (Volkow et al, 1990, 
1993, 2004). Recent research has also shown that relatively decreased D2 receptors precede 
the development of an addiction – that it may in fact be an important biological marker 
of addictive vulnerability (Nader et al, 2006; Volkow et al, 2006, 2007). From an affective 
point of view, this condition would be the opponent-process of the appetitive-SEEKING 
reward that temporary (ie, artificial pharmacological) arousal of dopamine systems promotes 
(Johnson, 2008; Khantzian, 2003; Koob & LeMoal, 2001).

These findings are currently being interpreted to mean that individuals with blunted 
capacity to attribute ‘incentive salience’ gradually come to learn that only substances that 
can produce massive surges of D2-mediated activity are salient. But in light of our differences 
with salience attribution theory in this context, especially at a primary-process level, a better 
interpretation might be that individuals with blunted SEEKING capacities come to learn 
(especially if not otherwise helped by parents, educators and the like) that substances which 
produce massive surges of D2-mediated activity enable them to gain access to pleasurable 
experiences and objects in the outside world that would otherwise be relatively inaccessible 
to them. The object of the addiction would then not just be the stimulant substance itself 
– as incentive salience theory suggests – but rather the possibility (or expectation, or even 
hope) of gaining social, sexual and other biologically useful rewards that the substance 
artificially evokes. This alternative explanation of the link between reduced D2 receptivity 
and addiction has important clinical implications, and we believe it deserves careful 
consideration in future research.

For now, however, coming full circle, it appears that the main focus of the addiction 
process must still fall back, to a substantial degree, on the pleasurable aspects of rewards. 
This, and not just the primary SEEKING instinct or the drugs that stimulate it (or the 
paraphernalia associated with those drugs), seems to remain the ultimate psychological 
object of addiction, at least at the higher levels of the mental apparatus. Thus, pleasure (or 
its habituation, and hence relief from the ensuing pain) must remain big-ticket items in 
addiction research.

Pleasure and opioids
As we have already noted, the PLEASURE-LUST, or ‘liking’, aspect of the reward process 
is not just DA-mediated (although DA has a role to play in it). It is generally accepted on 
current knowledge that the main aspect of the PLEASURE process is mediated by opioids 
(acting on mu and delta receptors in the basal forebrain region in particular; see Panksepp, 
1998; Berridge, 1996). These are very ancient brain molecules, which are thought to have 
evolved in the brain initially for their hedonic properties, but they also served endogenous 
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analgesic functions and therefore came later to ameliorate the behaviourally more complex 
pain of social loss (Panksepp, 1998). This latter instinctual mechanism – which Panksepp 
calls the PANIC-GRIEF system – is especially highly developed in mammals, which are 
exquisitely social animals (but it must have evolved earlier, as it is also present in birds). 
This system has its epicentre in a neuronal network that courses between anterior cingulate 
gyrus, various dinecephalic nuclei and the dorsal periaqueductal grey.

The hedonic, analgesic and social-soothing properties of opioids are difficult to separate 
entirely, especially when considered from the lived viewpoint of what a substance abuser 
is trying to achieve. A diagnostic differentiation of this kind would certainly be clinically 
important, as indeed is the more basic distinction we have already drawn between those 
who are seeking DA stimulation and those who are seeking opioid-mediated euphoria 
or relief (cf. ‘uppers’ versus ‘downers’). But now we must finally consider the opioid 
systems as a whole in relation to the Freudian formulation of addiction that we are 
considering here.

It is easy to see the link between an opiate-induced hedonic fog and the narcissistic 
delights of masturbation. We have likewise already provided an answer to the question as 
to why animals take the trouble to transcend masturbation, and engage instead with the 
outside world in pursuit of pleasure and relief from pain. The answer was found in the fact 
that a primary SEEKING instinct exists, alongside various PLEASURE-LUST instincts. This 
implies that masturbatory pleasure, while satisfying the second of these, leaves the first 
of them (the object-seeking instinct) dampened for a while but, in the final accounting, 
unsatisfied. All at once, this insight throws the pivotal role of the other opioid-mediated 
instinct, PANIC-GRIEF, into sharp relief.

As already mentioned, this system evolved in order to foster social bonds – first and 
foremost between infants and their mothers, then between sexual mates, and ultimately 
between social groups of all kinds (including families and clans). It is easy to see the 
adaptive advantages of such an instinct, which attaches mothers (and, to a lesser extent, 
fathers) to their genetic offspring, the offspring to their major sources of survival care, and 
genetically related conspecifics more broadly to each other. The price we have to pay for 
this evolutionary advantage, though, is the pain of social loss: separation distress (PANIC), 
sadness and despair (GRIEF). The avoidance of such pain is what keeps us together: 
neurochemically speaking, we cling to our mothers and lovers in order to keep our  
mu-opioid receptor activity contentedly high.

Now, it is of the utmost importance to note that the ‘attachment’ processes initiated 
by this instinctual system have all the hallmarks of addiction. Consider for a moment the 
following tabulation of the similarities between substance addiction/withdrawal and social 
attachment/loss (see Table 10.1). The analogies are extremely striking. It comes as no surprise 
to learn, therefore, that opiates were historically the first line of treatment for depression (for 
summary, see Tenore, 2008). Why, then, did we stop using them for this purpose? For the 
simple reason that they are so addictive!

So, attachment is a primary form of addiction. Anyone who has fallen in love knows the 
truth of this statement. Being in love with someone is almost indistinguishable from being 
addicted to them. This, surely then, is the major biological endophenotype that is hijacked 
by substance abuse.
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Source: Panksepp (1998)

But where does this leave Freud’s claim regarding masturbation? In our opinion, it encourages 
us to take a deeper view of what masturbation actually entails. Although it is difficult to 
know what is going on in the mind of a masturbating infant (it is important to remember 
that Freud included pre-genital pleasures – thumb-sucking, etc – under this heading), 
it seems unlikely that it entails pleasurable sensations alone, devoid of representational 
contents. Certainly this applies to the masturbatory fantasies of adolescents and adults. 
What excites the pleasurable sensations is not manual stimulation alone but almost 
invariably the presence of an imaginary partner, or at least of another person of some kind. 
In short, what distinguishes masturbation from actual copulation is not so much an absence 
of object-seeking as a frustration of object-seeking. One masturbates for lack of an object 
(whatever the reason for that lack might be). This is why masturbation is considered inferior 
to copulation, not only by society, but by the masturbator too. Masturbation is ultimately 
an empty source of pleasure, in a very literal sense. Masturbation involves frustration of the 
SEEKING instinct, plus satisfaction of the PLEASURE-LUST instinct, which equals empty 
(objectless) pleasure, pleasure without attachment, or worse: substitutive pleasure in the 
absence of a specific longed-for object (ie, object of affection). This formulation fits perfectly 
with the understanding of addiction outlined above. Addiction, like masturbation, is a 
substitute and replacement not only for general mastery of the object world, but specifically 
for the attainment of a secure love object.

This blindingly obvious insight has massive clinical relevance, today as much as ever. 
Moreover, the distinction between the abuse of DA-activating substances to buttress 
object-seeking (to increase social confidence, etc), and the abuse of opiates to actually 
replace the object, suggests that the latter may be a more malignant (less hopeful) form 
of addiction.

Table 10.1:  Summary of the major similarities between the dynamics of opioid dependence and 
key features of social attachments

SIMILARITIES BETWEEN

OPIATE ADDICTION & SOCIAL DEPENDENCE

1) Drug dependence 1) Social bonding

2) Drug tolerance 2) Estrangement

3) Drug withdrawal 3) Separation  distress

a) PSYCHIC PAIN a) LONELINESS

b) LACRIMATION b) CRYING

c) ANOREXIA c) LOSS OF APPETITE

d) DESPONDENCY d) DEPRESSION

e) INSOMNIA e) SLEEPLESSNESS

f) AGGRESSIVENESS f) IRRITABILITY
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Despite all Freud’s quaint and sometimes misleadingly idiosyncratic language, we trust 
that readers will agree that his conception of addiction as a substitute for mature sexual 
attachment, and therefore an equivalent of masturbation, still describes the pivot of the 
problem. The deeper and more detailed insights (and potentially powerful new therapeutic 
tools) provided by modern neuroscientific approaches to the underlying mechanisms around 
which the problem of addiction revolves makes it all the more imperative that we do not 
lose sight of this wood for the trees. The implications of this deepening understanding apply 
equally to new psychological and pharmacological treatment possibilities.

Conclusion
To avoid misunderstanding, we will summarise our argument as succinctly as possible. 
Addiction involves (1) a primary appetitive process called SEEKING, plus (2) a primary 
consummatory process called PLEASURE-LUST, which rewards the SEEKING activity and 
thereby allows learning to occur, plus (3) a primary social process called attachment, which 
is mediated by the PANIC-GRIEF system. Once an attachment is established, reunion with 
the object of attachment is the specific pleasure that the addict seeks. Our argument is 
that addiction researchers who apply ‘incentive salience’ theory conflate 1 and 2, and they 
overemphasise this aspect of addiction without recognising the importance of 3, which in 
our view is the big-ticket item. It is the big-ticket item for the simple reason that the real 
object of processes 1 and 2 – what they really ‘want’ – is 3. Many addiction researchers 
today seem to think that what the addict wants is a drug (DA-mediated). We, by contrast, 
think that what the addict really wants is to restore lost attachments (mu opioid-mediated). 
The SEEKING followed by PLEASURE learning-processes that these researchers prioritise 
are typically in the service of this particular type of ‘wanting’. In other words, addicts, like 
masturbators, are not really looking for a sensory reward; the substance abuse is a self-
soothing substitute for what they really want.

The second of the two Freud quotes cited above ends like this:

[The success of a treatment for addiction] will only be an apparent one, so long as the physician 
contents himself with withdrawing the narcotic substance from his patients, without troubling 
about the source from which their imperative need for it springs … Whenever normal sexual 
life can no longer be established, we can count with certainty on the patient’s relapse. (Freud, 
1898:276)

This conclusion still rings true more than a century after it was first reached. We would only 
add ‘social attachment’ – primal mother–infant bonding – to Freud’s use of the term ‘sexual 
life’, since Freud implicitly included almost all other rewarding aspects of loving interaction 
under his broad use of the word ‘sexual’.

Indeed, recent animal research has indicated that maternal CARE urges reduce the brain’s 
tendency to find cocaine attractive (eg, Ferris et al, 2005). The substitutive attachment 
aspects of addiction probably go a long way to explaining why 12-step programmes are 
among the most effective ways to break addictive cycles. They return participants into an 
emotionally engaged and ultimately satisfying social network, which is so patently lacking in 
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the lives of many addicts. For those who seek new pharmacological therapies for addiction, 
we might suggest that they evaluate the paradoxical prediction (by current standards) that 
the non-addictive opioid receptor agonist-antagonist buprenorphine may be efficacious in 
reducing amphetamine and cocaine addictions.
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11  Decision-making and substance 
abuse: a South African perspective

Don Ross

Introduction
Several communities of scientists – economists and behavioural and social psychologists – 
model substance abuse and substance dependence as phenomena of choice. Although such 
modelling has a long tradition, with the rising importance of neuroscience and behavioural 
genetics, along with the ethical and policy dominance of so-called disease models of 
addiction, the ultimate status of choice models has lately become a matter for controversy. 
At the same time, the choice models used by economists and psychologists to represent 
addiction have undergone dramatic revisions over the past two decades.

This chapter reviews the debate over the scientific significance of choice and decision 
in the study of substance abuse and dependence, presenting reasons for doubting that 
this framework will be supplanted by neuroscience (as opposed to being complemented 
by it). It describes the new families of choice models applied to addiction by economists 
and psychologists, respectively. It explains that although these families have a common 
conceptual origin, they diverge in consequence of being intended to serve different practical 
purposes. Finally, it reviews the limited applications of these models in South Africa to date, 
and identifies urgent research priorities based on policy needs.

Decision, choice, substance abuse and addiction
The status of models of decision-making in the behavioural sciences is a subject of scholarly 
debate. A number of philosophers (though not the majority) argue that all claims about 
mental activity, including decision-making, are just approximate placeholders using folk 
concepts, which will ultimately be replaced by more precise identifications of neural 
mechanisms (Bickle, 1998). Others maintain that the very idea of decision-making implies a 
degree of volition in the generation of behaviour that is incompatible with the strict closure 
of causation under physical law (Rosenberg, 2011). Such strong philosophical theses are 
seldom explicitly adopted by scientists as constraints on their hypotheses. However, many 
scientists endorse a hazier expectation to the effect that advances in neuroscience will tend 
to systematically chip away at the proportion of behavioural patterns that presently lie in the 
domain of the sciences that study decision. The field of substance abuse and addiction has 
recently been the locus of a particularly pointed outbreak of the resulting cross-disciplinary 
turf controversy.

To frame this, I will begin with a definitional stipulation. By ‘substance abuse’ I refer to 
any consumption of drugs in patterns and at levels that typically predict harmful legal or 
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health consequences. This implies that, given the laws of South Africa plus facts about the 
health effects of legal recreational and social drugs, any non-medicinal drug consumption in 
this country, except moderate drinking of alcohol, constitutes substance abuse. This liberal 
definition makes it natural to ask whether there is a special line, which can be drawn on the 
basis of a scientific or clinical principle, that is crossed by some substance abuse that tips it 
over into addiction. (Many psychiatrists prefer the word dependence. However, this refers to a 
slightly narrower idea, linked more essentially to increasing tolerance and withdrawal.) 

One tradition in psychology has consistently argued that the idea of addiction is a residue 
of demonic possession myths, which should be abandoned by science and by evidence-
based medicine (Akers, 1991). However, in behavioural neuroscience the standard view 
is quite different. Here, it is generally believed that there is a neurochemically localisable 
pathology which is characteristic of addicts and which distinguishes them from non-addicted 
people who abuse substances from time to time. When this is combined with a belief that 
psychological patterns should ultimately be reduced to neuroscientific ones, the result is the 
view that whatever the decision sciences have to report about addiction at the present time 
is at best provisional and approximate, but perhaps mainly false (Churchland, 1988:43–50). 
Unsurprisingly, most decision scientists who study addiction disagree with this opinion.

The controversy has two main aspects. First, there are disputes over whether it is true 
that all addictions share a common neurochemical signature, and, if so, over the nature of 
the signature in question. For surveys of general strategies for identifying neurochemical 
bases of addiction, see Ross et al (2008, Chapter 5) and Redish et al (2008); for compendia 
of candidate mechanisms, see Koob (2006) and Madras et al (2006). Kincaid and Sullivan 
(2010) critically review the evidence for the existence of any such common signature, 
concluding that although every specific addiction must be manifest in some or other 
neurochemical state, the weight of evidence does not yet establish a general such state that 
underlies all addictions. Here, I will say no more about this part of the debate over the 
possible biological essence of addiction. The more relevant aspect of the general controversy 
for present purposes is the second one. The mainstream view in clinical neuroscience is that 
addiction should be regarded as a disease in the specific sense that it pushes the sufferer’s 
behaviour outside the domain of voluntary control, that is, beyond the scope of choice and 
decision.

This second aspect of the debate is far more heated than the first. This is not because 
most scientists are strongly committed to metaphysical intuitions about ‘free will’ versus 
‘determinism’. Scientists and clinicians who insist that addiction is a disease do not, after all, 
generally deny that non-addicted substance abusers choose to indulge or abstain; so they do 
not take a stand against the very possibility of choice (see Chapter 17 of this volume). The 
strong feelings aroused by the dispute seem rather to be motivated by its ethical and legal 
implications. If addicts have no voluntary control over their addictive consumption, then 
it is pointless and cruel to punish them for it through social sanctions and the instruments 
of law enforcement. In the United States, where the majority of the published arguments 
on both sides of the controversy originate, what is also at stake is the eligibility of those 
substance abusers who are deemed addicted to claim insurance coverage for clinical 
treatment. If such eligibility were widely denied, then most existing addiction clinics and 
treatment programmes in the US would become financially unviable.
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These pressures give rise to a war of words that spills out beyond the US and across the 
international scientific literature on substance abuse and addiction. In 2009, the Harvard-
based research psychologist and substance abuse expert Gene Heyman published a book 
entitled Addiction: A Disorder of Choice. Heyman’s subtitle is deliberately provocative. His 
avowed main objective is to challenge the claim of ‘the disease model’ that addicts are 
volitionally helpless in the face of the substances that are alleged to have taken over their 
neural reward circuits. The immediate result of his book’s appearance was a verbal firestorm 
on the internet. The Toronto Star,1 for example, built its review around the following 
quotations from other reviews:

‘His argument crashes and burns,’ says Tony George, the head of addiction psychiatry at 
the University of Toronto. ‘I don’t think there’s [sic] too many self-respecting scholars in the 
addiction field who would agree with him. I’m shocked that Harvard University Press would 
publish that.’

‘These guys – I don’t know, academia, they just kind of take what they want, and they don’t 
care about the truth, or what the studies show,’ says Norman Miller, a professor of medicine at 
Michigan State University.

‘What aspect of disease,’ says Norman Hoffman, a psychology professor at Western Carolina 
University, ‘does he not understand?’

The reader will note that this is not the tone of mutual respect to which most scientific 
discussions aspire. What should readers interested in the substance abuse science, treatment 
and policy make of it? The best way of answering this question is to describe the assumptions 
under which decision scientists study addiction, which lead them to doubt that at some 
point advances in neuroscience will make their role redundant.

Many people are surprised to discover that one of the disciplines that generates a steady stream 
of attention to substance abuse and addiction is economics. This is because substance abuse is 
an interestingly peculiar form of scarce resource consumption, which is the basic subject matter 
of economics. What makes addictive consumption puzzling from the economist’s point of view 
is that it typically reduces the consumer’s welfare2 instead of promoting it. Note, however, that 
this is only puzzling given the contested assumption that the addict’s consumption pattern is 
chosen. In this respect, Heyman’s discussion in his book is exemplary of the core attitude shared 
by economists, who are in consensus about little else, on the general relationship between 
incentives and proximate causes of behaviour. Thus the rhetorical barrage against Heyman 
quoted above might be aimed at any economist who studies substance abuse and addiction.

Here is how Heyman frames the relevant idea of choice. Note first that his way of 
distinguishing between voluntary and involuntary behaviour has nothing directly to do 

1 16 May 2009. Available at http://www.thestar.com/news/insight/article/635237
2 Economists generally do not judge that substance abusers reduce their welfare by reference to objective conditions such as 

financial security and longevity. Many substance abusers, and almost all of those commonly regarded as addicts, themselves 
judge that their substance consumption reduces their welfare, and show that this judgment is serious by spending resources 
to try to reduce or cease such consumption.
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with the metaphysics of free will.3 Rather, it is based simply on the fact that the frequency of 
some types of behaviour is sensitive to changes in costs and benefits while the frequency of 
some other types of behaviour is not. To cite one of Heyman’s examples, when scorn began 
to be directed at male executives who made a habit of winking at their female colleagues 
and staff, the production of executive winks declined. By contrast, no amount of criticism 
directed at people who blink in sandstorms, no matter how much we wish they would 
keep their eyes on the camel, will produce any effect. For that one must distribute goggles. 
Noting this distinction does not rest on any underlying idea that the causes of blinks are 
neurological and mechanical, while the causal relationship between incentives and winks 
is a magical one that has no physical basis. Thinking that winks are voluntary behaviour 
is entirely compatible with knowing that people whose facial muscles are paralysed can’t 
wink.

Every incentive that influences a behaviour must do so through particular causal 
channels. In a typical case, many such channels are available. I can reliably cause you to give 
me a rand by offering you my car in exchange, or pointing a gun at you and challenging you 
to choose between your rand or your life, or, if we’re friends, telling you that I don’t have 
the right change for the vending machine today. In each case, the change I produce in your 
incentives will require that your brain be in one of a restricted range of states. In each case, 
it must be awake. In the third case it probably needs to have been trained to process some 
language I know how to speak. And so on.

Heyman recognises that people would not get addicted to drugs if drugs didn’t have 
characteristic effects on their brains – in particular, on neurotransmitter circuits that alter 
attention, cognition, emotional state and motor preparation, with different drugs affecting 
different such circuits in idiosyncratic ways. He also recognises that some brains are 
disposed by genetic and developmental factors to be more powerfully influenced by these 
neurochemical effects than others. Thus the single most useful everyday datum you could 
have if you wanted to predict the probability that someone has battled with, or will battle 
with, addiction is that they have an identical twin who has so battled.

Why, in defending such apparently sensible opinions, is Heyman viewed by eminent 
professors of medicine as ignorant or cavalier about the truth? They have two closely related 
complaints. First, he avows that the majority of addicts not only can quit or drastically cut 
down given adequate incentives to do so, but in fact do encounter such incentives before 
they reach the age of 40 and do quit or cut back. Second, in light of the fact that most 
addiction is voluntary in the sense that incentives influence it, he prefers that addiction not 
be called a disease.

To support the first belief, Heyman reports relevant epidemiological statistics. In the 
South African context, we must be cautioned that these are all derived from wealthy 
countries. However, within that restricted frame the relationships they reveal are remarkably 
clear. The majority of people diagnosed as addicts begin using their substance of abuse in 
adolescence or early adulthood. They seriously try but fail to quit 3–7 times. Then, before 
reaching middle age, they finally succeed in either reducing consumption to the point where 

3 I add the qualifier ‘directly’ here because theories of this relationship have been developed; see Dennett (2003) and Ainslie 
(forthcoming).
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it is compatible with normal life (that is, they practise what is called ‘chipping’), or stop 
altogether. Regression analysis performed on many large data sets shows that quantifiable 
changes in costs and benefits – including drug prices – are significant predictors of the exact 
timing of the inflection points in this typical pattern.4 Thus addictive consumption, at least 
in rich countries, is demonstrably sensitive to changes in incentives.

A crucial caveat is required here. To yield these clear relationships, one must use large 
and randomised community – as opposed to clinical – samples. The samples must be large 
because addiction has low prevalence in any general population. The draw must be from the 
general population to avoid oversampling (let alone exclusively sampling) from addiction 
clinics, because most people who seek professional treatment for addiction are precisely 
those with the most intractable conditions. These are an extremely small proportion of 
all the addicts. They are also far more likely than others to suffer from so-called Axis-I 
comorbidities (depression, schizophrenia, anxiety, etc) or to exhibit psychiatrically recognised 
atypical personality traits (eg, high impulsivity). Many people suffering from (for example) 
depression appear to resort to mood-altering substances such as alcohol as self-prescribed 
medication for it. Because the effects of depression are often at least as aversive and harmful 
as those of alcohol addiction, depressed people have stronger than usual incentives to keep 
drinking. This pattern helps to explain the widespread belief that addiction is chronic and 
non-voluntary in the economist’s sense. The vast majority of existing studies of addicts 
have used clinical samples. Indeed, until about 25 years ago all studies had relied on such 
samples. This produced an obvious selection bias: models of addiction were based on 
studying precisely the people least likely to be able to overcome their dependence.

Heyman’s semantic preferences with respect to the word ‘disease’ are, I suspect, a major 
source of the rhetorical hornet’s nest his book disturbed. One can make arguments favouring 
more nuanced choice of expression. ‘Disease’, being a term of everyday language, has no 
precise scientific meaning. One might therefore suggest to Heyman that it is a hopeless 
errand to set out to scientifically refute those who ascribe it to addicts. However, a counter-
argument for forcing the semantic point is that it is directly connected to the underlying 
policy significance of the whole controversy as described above. Consider this quote from 
Heyman:

Dr Enoch Gordis … a previous head of National Institute on Alcohol Abuse and Alcoholism, 
writes: ‘the disease concept … has helped remove the stigma from a chronic disorder [alcoholism] 
that is no more inherently immoral than diabetes or heart disease.’ Taking this argument to its 
logical conclusion, a group of leading addiction researchers argued (in the pages of the Journal 
of the American Medical Association) that insurance plans should provide the same coverage for 
heroin addiction, crack addiction and alcoholism as they do for traditional diseases such as 
cancer, arthritis and high blood pressure. (Heyman, 2009:90)

One need not be inclined to regard addiction as ‘immoral’ (I do not) or to think addiction 
to anything should be criminalised (I do not) in order to recognise that the policy suggested 

4 Heyman presents only a small subset of the data in question. For a more comprehensive survey, supported by theoretical 
discussions, see the papers collected in Vuchinich and Heather (2003).
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by these researchers would give rise to what economists call a ‘moral hazard’ problem. Most 
important diseases, such as cancer, are either not subject to choice, or are ‘chosen’ by people 
only in the negative sense that they do not take diligent lifestyle precautions against them. 
No aspect of cancer is regarded by anyone as fun. This cannot be said about the early years or 
months of substance abuse for most people who engage in it. Thus where medical insurance 
covers the costs of addiction treatment, the people most inclined to abuse substances have 
motivation to buy such insurance not shared by most disease victims. Two negative social 
outcomes follow: rates of addiction will be higher, as will insurance premiums for purchasers 
of all related medical schemes. Note once again the importance of choice here: the moral 
hazard problem is less significant, so less is at stake in whether we think of addiction as a 
disease in a country with universal publicly provided health care, as opposed to a country 
such as South Africa which depends heavily on privately sold insurance.

These considerations notwithstanding, the decision scientist studying addiction can 
remain agnostic on the ultimate appropriateness or inappropriateness of the disease metaphor. 
Nor is the decision scientist necessarily committed to any particular psychological model 
of choice processes. Our interest, rather, is in certain structural relationships in patterns 
of consumptive choices, and in the factors – both ‘internal’ to the person and ‘external’ to 
him or her – that systematically predict changes in these patterns. Economists understand 
the factors in question as incentives – more specifically, as costs and benefits that can be 
weighed in terms of a standard measure of utility. In the next section I will set out the 
basic theoretical framework that decision scientists use for modelling the choice patterns 
implicated in substance abuse and addiction.

Models of substance abuse choice
Ross (2010) generalises the range of existing choice-theoretic models of substance abuse and 
addiction as variations on accounts of a more general range of procrastination phenomena. 
At any given point in time a person can choose actions that constitute investments in his or 
her longer-range welfare, or can postpone this effort until later and enjoy consumption of 
immediate relaxation. All substances of abuse are vehicles for such procrastination. Because 
being intoxicated is typically incompatible with effortful investment, people who choose 
to procrastinate by getting high thereby commit to their choice for a period of time, which, 
during the period of intoxication, relieves them of the anxiety of knowing they could ‘get 
back to work’ at any moment given some level of effort. Anxiety caused by a behavioural 
choice is a cost associated with that behaviour, so people can be expected to be attracted 
to mechanisms that reduce it. This is part of the pleasure of intoxication. The other main 
source of its pleasure lies in the action of neurochemical mechanisms, an aspect which lies 
outside the scope of the present topic focus (but see previous references). A property of 
substance addiction that is common to procrastination processes in general is that the longer 
a person puts off investments in the future, the higher becomes the cost of switching from 
procrastination to investment at any particular moment. Thus procrastination generally, and 
addiction specifically, have the form of ‘behavioural traps’.

The choice-theoretic model of addiction from which all currently leading ones are 
conceptually descended is due to Becker and Murphy (1988). This is usually referred to as 
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the ‘rational addiction’ model. The basis of the label is that, according to the model, although 
the addict’s repeated choices cause his or her welfare to steadily decline over time, at any 
given moment of choice the addict is best off choosing to consume the drug. Thus the addict 
can never be said on this model to make an irrational choice. This has struck many people 
as too intuitively bizarre to take seriously. However, the judgment that a scientific model 
or theory confounds everyday intuitions is not a substantive objection to it, since there is 
no reason to believe that everyday intuitions track truth (Cromer, 1995; Wolpert, 2000; 
Ladyman & Ross, 2007). The sound reason for the eclipse of the rational addiction model is 
that it makes a general false prediction about addicts’ attitudes to relapse following periods 
of withdrawal. According to the model, if an addict successfully overcomes withdrawal and 
intended at the time of entering withdrawal to quit for good, then either he or she should 
never relapse or should never permanently quit. But the overwhelming majority of addicts 
repeatedly undergo the rigours of withdrawal, planning never to relapse, and then return to 
addictive consumption – before eventually quitting successfully. Thus the rational addiction 
model is empirically refuted by a basic aspect of the standard addictive pattern. (For the 
detailed logic underlying this argument, see Ross et al, 2008, Chapter 3.)

The roots of this misprediction by the rational addiction model lie in the fact that it has no 
device for allowing either an individual’s preferences or the objects of preference to change 
over time. At the broadest level, we find two families of subsequent models that address 
this missing flexibility in different ways. Some theorists view these families as competitors 
between which a choice should be forced, but Ross (forthcoming) explains why we should 
not regard them in this way. They are better seen as complementary forms of description, 
each of which is useful in different applied contexts.

The first family of models has been developed by economists. What is characteristic of 
their approach is that they treat the objects of choice – eg, drug consumption or alternative 
activities such as working or enjoying family time – as fixed through all stages of analysis. 
For reasons that have partly to do with mathematical and statistical tractability, but are 
also related to the demands of policy domains in which we cannot, for practical or ethical 
reasons, discriminate among individuals, the economist’s modelling strategy is most useful 
for generalising the costs and benefits of a form of procrastination, such as substance abuse, 
across populations of people. The approach collapses all of the specific ways in which different 
people idiosyncratically experience dilemmas of choice into a variable parameter that 
represents a cost of resisting temptation. This allows us to then represent, for purposes of 
empirical measurement in a given range of cases, the comparative effects of contextual factors 
in the environment and factors ‘intrinsic’ to the tempting rewards, on the cost variable. In the 
case of abused and addictive substances, examples of the contextual factors include monetary 
prices of drugs relative to budgets, expectations of social disapproval of drug consumption 
and intoxication,5 risks and magnitudes of legal sanctions, and cultural expectations that 
normalise, to varying degrees in different environments, the social role of the substance 
abuser or addict.6 Examples of the reward factors include expected health consequences, 
expected intensity and magnitude of highs, and anticipations of hangover and withdrawal.

5 See Chapter 16 of this volume for discussion.
6 See Chapter 15 of this volume for discussion.
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The economic literature features a range of models in this family. Leading instances are 
Akerlof (1991), Laibson (1997, 1998), O’Donoghue and Rabin (2001), Gul and Pesendorfer 
(2001), Bénabou and Tirole (2004), Benhabib and Bisin (2004), Bernheim and Rangel 
(2004), and Fudenberg and Levine (2006). A main feature on which these models vary is that 
some of them allow for competing decisions made by different sub-parts of people’s brains, 
while others treat temptations as costs that are imposed on a unitary chooser by forces from 
the external environment – which can include parts of a person’s own brain over which the 
person lacks voluntary control. In other words, models of the first type treat different parts 
of the brain as distinct choosers, while the second type treat parts of the brain as external 
to the agent who makes choices. In general, these differences do not reflect divergent ideas 
about how the brain works. They rather represent alternative abstract descriptions of the 
relationships between relevant neural mechanisms, whatever exactly these turn out to be, 
and incentivising pressures and opportunities. Economics is a kind of engineering, and like 
other engineers economists choose descriptions that best fit practical policy alternatives. A 
property of all of the models cited above is that they admit of equilibrium solutions, that is, 
they allow one to look for simultaneous quantitative values of costs and benefits such that, 
to the extent that the model specification is approximately accurate, proportions of choices 
of addictive behaviour are predicted to remain stable. In principle, this allows policy-makers  
to try to influence levels and prevalence rates of substance abuse through manipulations 
of variables that are under their control, such as taxes on alcohol and cigarettes, penalties 
for possession of illegal drugs, accessibility of treatment programmes, and prices of drugs 
that are influenced by suppression of trafficking and revenue laundering. Of course, such 
control is always imperfect, but economists can factor such imperfection into their models 
through use of probabilistic response functions.

To date, no model in this family has been empirically estimated for any developing or 
poor country, such as South Africa. As I will explain in the third part of this chapter, this 
knowledge gap constitutes a barrier to optimal policy choice, and therefore stands as an 
urgent space for future research.

The second family of models, developed by psychologists and the so-called behavioural 
economists who work on the frontier between economics and psychology, is more relevant to 
predicting and explaining responses of individual substance abusers and addicts. Of course, 
insofar as individuals resemble one another, these models will also generate aggregate-level 
predictions, and should be at least compatible with economic models of the same groups. 
But the psychological models are not, like the economic models, designed with population-
level estimation in mind as a goal. They primarily facilitate clinical treatment rather than 
public policy.

An early proponent of the psychological approach to modelling procrastination and 
related phenomena was the economist and Nobel laureate Thomas Schelling (1978, 1980, 
1984). This approach has been most extensively developed by a group of psychologists 
whose intellectual roots lie in the laboratory of the late Richard Herrnstein. The group’s 
most notable contributors, aside from Herrnstein, are George Ainslie, Leonard Green, 
Drazen Prelec and Howard Rachlin. Warren Bickel played a crucial early role in empirically 
applying their framework to specific substance addictions. Key highlights of this literature 
are collected as Herrnstein (1997). Seminal papers not included there are Rachlin and 
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Green (1972), Ainslie (1975), Loewenstein and Prelec (1992), Bickel, Madden and Petry 
(1998), Bickel and Marsch (2001), and Kirby and Guastello (2001). Ainslie (1992, 2001) 
and Rachlin (2000) provide broad-ranging general accounts of the perspective, while Ross 
(2005) sets it in a wider context with respect to economics and philosophy of science.

The psychological models resemble the economic ones in their core feature, inherited 
from the rational addiction model, of understanding addiction as a consequence of people 
discounting the value of future rewards by comparison with present ones. Like the current 
economic models, but unlike the rational addiction model, the psychological models capture 
the addict’s tendency to repeatedly but unsuccessfully invest in quitting by allowing the rate 
of this intertemporal discounting to vary with distance from the reference point of current 
choice. The key difference is that the psychological models incorporate changes over time 
in people’s perceptions (or ‘framing’) of their objects of choice. For this reason, the models 
cannot generally be solved by economic equilibrium analysis.

The basic, distinctive mechanism that is common to all of the psychological models works 
as follows. The principles for distinguishing among the actions and outcomes from which 
people make choices aren’t fixed in cement. A person deciding between having a third drink 
and going to pick up the children from school can frame his or her choice as being simply 
between those two immediate objects. But this person could alternatively frame it as part 
of a choice between being the sort of person who would choose drinking over the family’s 
welfare and being the sort of person who would not. This description of re-framing is ‘from 
the outside’, and doesn’t require us to imagine the hypothetical decision-maker to be so self-
consciously philosophical as to conceptualise his or her choice in those terms. People need 
merely notice that if they choose the drink today, this predicts that they will choose drinking 
again in similar future circumstances. Recognising this, if he or she chooses the drink he or she 
will suffer – in the present, not in a heavily discounted future – a dimunition in self-admiration, 
or self-confidence, which constitutes a current cost. In consequence, re-framing may cause the 
addict to perceive the costs of taking the drink as outweighing the benefits after all.

Notice that the reasoning here, cast in terms of comparative costs and benefits, is still 
‘economic’ in the broadest sense. Indeed, it had better be, lest we find ourselves slipping 
into some metaphysical understanding of ‘voluntary choice’ that is no longer anchored to 
the idea of testable responsiveness to incentives. There is a particularly close relationship 
between Ainslie’s (1992, 2001) and Prelec and Bodner’s (2003) stress on present behaviour 
as informing the chooser about his or her probable future choices and one of the ‘family 
1’ models, that of Bénabou and Tirole (2004), which emphasises ‘self-signalling’. The key 
difference, however, is that Bénabou and Tirole’s hypothesised chooser learns new facts only 
about his or her future self, whereas Ainslie’s chooser learns new relationships between a 
succession of future selves and the structure of the world over which these selves make 
choices. Ainslie refers to this specific form of re-framing as ‘reward bundling’, or ‘bundling’ 
for short. The comparison of self-signalling with bundling nicely illustrates the respect in 
which the psychological models of addiction and addiction management are descriptively 
richer than the economic ones. This does not mean that the psychological models are better 
for all purposes. The very point of a modelling framework in the first place is to abstract 
away from the full richness of a world that is too complex to be understood merely by piling 
up particular observations.
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As explained earlier, the psychological models are clumsy if used as guides to expected 
responses at the aggregate (that is, population) level to changes in variables that can be 
controlled by general policy. On the other hand, they have much to say about the design 
of treatments, which can usually be tailored to individual cases. The psychological models 
direct our attention especially to the following question: how can the clinician best encourage 
a substance abuser or addict to get into the habit of re-framing choices that he or she 
begins by seeing as atomic and isolated from the longer run of life? Since the psychological 
literature models more than one kind of re-framing, we should also want to know whether 
different styles of re-framing work better for different personalities, or for people in different 
kinds of family, economic or cultural circumstances.

As noted in the first section of this chapter, most substance abusers who seek treatment 
suffer from a co-occurring Axis I disorder such as depression, anxiety or schizophrenia. In 
consequence, the most common form of non-pharmacological psychological intervention 
against substance dependence is broad-spectrum cognitive-behavioural therapy (CBT). 
The practical pioneer of this approach was the South African psychologist Arnold Lazerus 
(1958), who has taught and practised in the United States since leaving the University of the 
Witswatersrand in 1966. A meta-analysis by Burke et al (2003) suggests that motivational 
interviewing, a form of CBT, is helpful in the treatment of substance dependence. However, 
several important caveats must be noted. First, CBT incorporates a very broad set of 
techniques, among which training in re-framing choice is only one, and one that is typically 
not explicitly conceptualised as such. Because of its ‘broad church’ character, the efficacy 
of CBT is difficult to test empirically, and existing literature aimed at scientific assessment 
is inconclusive. Second, many critics maintain that in patients with comorbid disorders 
including addiction, the substance abuse should be arrested by other techniques prior to 
beginning courses of CBT (Cohen, 1995). Third, a therapeutic focus on re-framing is best 
regarded as an aspect of so-called metacognitive therapy (Wells, 2000), which is characterised 
by its promoters as an alternative to CBT because it focuses on cognitive processes rather than 
(only) cognitive content (Wells & Purdon, 1999). Conceptually, however, metacognitive 
therapy is a refinement of CBT. Finally, it is surely an unsatisfactory state of affairs that, 
because most of the clinical population of substance abusers suffer from co-occurring Axis-I 
disorders, there is no consensus on, or even much knowledge of, which non-pharmacological 
interventions are most efficacious against substance abuse by itself. This lack of knowledge 
might well be one of the reasons why substance abusers without other Axis-I problems 
seldom seek professional help.

Direct evidence for changed choice behaviour through manipulation of intertemporal 
choice frames primarily consists of work with non-human animals (Ainslie, 1975; Ainslie & 
Monterosso, 2003). Only two studies to date, by Kirby and Guastello (2001) and Hofmeyr 
et al (2010), directly test the hypothesis that people can successfully be encouraged to 
choose in ways that suggest bundling of previously unbundled rewards. Kirby and Guastello 
found that experimental subjects who were forced to choose sequences of rewards were 
more likely to opt for larger, later rewards over smaller, sooner ones than were subjects who 
faced identical discrete choices at successive times. The second study, using a population 
of South African university students, found that regular cigarette smokers increased their 
proportion of less impulsive choices over a series when encouraged or forced to bundle the 
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rewards, whereas no such implied learning was observed in non-smoking subjects who 
had also been screened for other possible addictions. The authors speculatively interpret 
these data as suggesting that non-addicts are more likely to bundle rewards as a matter of 
general habit, and that this may partly explain their greater resistance to potentially addictive 
temptations.

Despite the shared conceptual origins of the economic and psychological models 
of substance abuse choice, and their common emphasis on addiction as a pathology of 
intertemporal reward discounting management, there is little discussion in the literature 
to date of ways in which researchers might use them jointly as mutual sources of 
specification constraint. For initial suggestions, see Ross (2005, Chapter 8) and Ross et al 
(2008, Chapter 8).

Studies of substance abuse choice in South Africa
To date, the economic model of addictive choice has not been estimated for any South 
African or developing world population. This is a major gap in knowledge. Since the 
models are highly sensitive to opportunity costs of substance abuse – that is, to the value of 
opportunities that substance-abusing people forego – there is no reason to expect that an 
estimation made on the basis of data from a wealthy country would predict anything about 
the expected estimation in a significantly poorer country (or, for that matter, a significantly 
culturally different one).

What has been estimated in South Africa, and in a range of other developing and poor 
countries, are demand price elasticities for cigarettes. That is, economists have measured the 
extent to which aggregate cigarette consumption changes in response to price increases driven 
by imposition of higher taxes. These estimations have simply used standard determinants of 
consumer choice, especially retail price but also per capita income, advertising expenditure 
by tobacco companies, firm concentration in the local tobacco industry, presence or absence 
of legislation aimed at restricting smoking behaviour (Van Walbeek, 2006), and estimated 
market share of smuggled cigarettes (Boshoff, 2008), as regressors in models with cigarette 
consumption as the dependent variable. This approach does not exploit the knowledge that 
tobacco is addictive, even in the incomplete sense of the rational addiction model, that is, 
it does not structurally represent the hypothesis that past consumption positively predicts 
future consumption independently of the other influences. A still further step would be to 
use one of the current, post-rational-addiction models that allow for dynamic preference 
change.

The failure to explicitly model addiction, at least so far, is relevant to knowledge of optimal 
policy. Standard economic demand modelling, as described above, has shown that, as in all 
populations similarly studied around the world, South African smokers choose to smoke 
less, and fewer South Africans choose to smoke at all, when cigarette prices increase.7 South 
African demand elasticities are consistently within the general range observed for developing 
countries, that is, positive and higher than in developed countries. (So, consumption in 

7 Van Walbeek (2005) surveys results of studies conducted to that point, and in addition performs the most sophisticated data 
analysis available thus far.
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poorer populations is more sensitive to changes in prices than consumption in richer 
populations, as intuition would expect.) Van Walbeek (2006) additionally establishes two 
results relevant to policy choice. First, because poorer smokers within South Africa cut back 
consumption in response to cigarette tax increases more sharply than wealthier smokers, 
public revenue enhancement through increases in such taxes is not regressive (that is, does 
not redistribute welfare from poorer to richer citizens). Second, and of great interest in 
the present context, tobacco companies in South Africa do not partly absorb tax increases 
through reductions in their profit margins per unit, which would partly offset the desired 
public health consequences of the policy. Instead, they add additional mark-ups to retail 
prices on top of the tax increases. A possible explanation of this is as follows. Price increases 
deter less addicted smokers first. Thus, demand elasticity falls with increased prices. 
(Numerous studies from around the world directly support this hypothesised relationship.) 
Thus, tobacco companies maximise profits by following tax increases with complementary 
price increases of their own, rather than by partly counteracting the increases or simply 
transferring them to consumers.

This evidence and the hypothesis that would explain it are good news for the compatibility 
of revenue enhancement and sound public health policy. However, as Van Walbeek notes, 
they ironically suggest that industry policy is alert to the addictive character of tobacco 
consumption while public policy disregards it. Holding current analyses fixed, use of a 
rational addiction model to estimate the data would yield recommendation of a higher 
optimal tax rate on tobacco products. Use of a post-rational-addiction model would imply a 
still-higher optimal rate, since this would increase the procrastination cost for smokers who 
plan to quit. Van Walbeek shows that the hypothesis that the industry takes addiction into 
account in setting prices while the National Treasury does not take addiction into account 
in calculating tax increases explains the fact that National Treasury has consistently fallen 
short of its declared target of 50% of the retail price of cigarettes being captured as public 
revenue.

This imperfect but still helpful knowledge about demand elasticity for addictive 
substances in South Africa is limited to tobacco. The very illegality of illicit drugs is a direct 
barrier to collection of the data we would require for modelling their demand characteristics. 
Similarly, the high volume of alcohol produced and sold through informal markets in South 
Africa makes demand elasticities for that widely abused substance intrinsically difficult to 
estimate. Boshoff (2008) argues that even in the case of tobacco demand, elasticities have 
been systematically overestimated due to failure to factor in increased levels of smuggling 
encouraged by tax increases. As Boshoff recognises, however, evidence concerning higher 
smuggling incidence is so far based exclusively on claims made by tobacco companies, 
which have a direct incentive to press such assertions and have historically done so on 
a consistent basis, even when complementary evidence has failed to support them (Van 
Walbeek, 2005).

One study is now under way in South Africa that will aim to estimate a post-rational-
addiction choice model for a randomly selected population sample. A group of researchers 
led by the present author has recently conducted a prevalence study of gambling behaviour, 
based on 3 000 urban adult participants. Pathological gambling closely resembles substance 
dependence in its aetiology, behavioural profile and characteristic patterns of neural 
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activation. Ross et al (2008) indeed provide evidence in favour of regarding it as the basic 
model for addiction in general. Therefore, participants in the prevalence study, in addition 
to providing information on their gambling behaviour and completing the Pathological 
Gambling Severity Index (PGSI) from the Canadian Problem Gambling Inventory, also 
completed the WHO-ASSIST screens for alcohol and illicit drug abuse and dependence,8 
along with standard instruments for measuring depression (Beck’s Depression Index), anxiety 
(Beck’s Anxiety Index) and impulsive personality (Barratt Impulsiveness Scale). The data 
from this study have not yet been analysed using a choice model. However, linear regressions 
using PGSI and WHO-ASSIST alcohol scores, respectively, as independent variables indicate 
that, as in other populations similarly examined, co-occurring Axis-I disorders and being 
male are the most robust predictors of risk for both pathological gambling and alcohol 
dependence. Identification of these factors is not informative with respect to the relative 
impact of environmental and biological factors on the two kinds of disordered consumption. 
In addition, living in the West Rand, the area around Johannesburg dominated by mines, 
is a strongly significant predictor of both gambling and alcohol risk. This may reflect the 
influence of an environment dominated by men living apart from their families, socialising 
in mainly male groups, and having some discretionary income.9

The present author’s group is currently studying a subset of 300 participants from the 
above study, whose gambling behaviour, drinking, drug use and other Axis I states are 
being monitored at three-monthly intervals for 18 months. At each visit, subjects participate 
in experiments that ask them to make choices among temporally delayed and uncertain 
rewards, which enable us to estimate their attitudes to risk and delay following the method 
of Andersen et al (2008). This is, in turn, intended to enable us, data willing, to estimate 
the relative proportions of risk for pathological gambling and alcohol dependence that are 
best predicted by rational addiction and post rational addiction models, respectively. If 
this experiment is successful, it will yield the first such information about a South African 
sample. Following completion of this longitudinal study, subjects will also participate in an 
experiment intended to compare dispositions to learn to bundle rewards among subjects 
measured as being at, respectively, low, medium and high risk for pathological gambling.10

At this point in time, then, it cannot be said that much is specifically known about 
substance abuse or substance dependence as phenomena of choice in South Africa. Clearly 
South African cigarette smokers, like all other populations of smokers studied, are sensitive 
in their nicotine consumption to changes in monetary incentives. However, because this 
has not been studied using a model that represents the dynamics of addiction, all that can 
so far be estimated quantitatively is the lower bound of this sensitivity. Meanwhile, there is 
tentative evidence that young South African smokers may be less likely to bundle rewards 
in the absence of explicit cues to do so than demographically similar non-smokers. Further 

8 See Humeniuk and Ali (2006) for discussion of the design and psychometric properties of these instruments.
9 See Chapter 15 of this volume for discussion of the ways in which these common features of South African social organisation 

interact with substance abuse.
10 The experimental method will combine the bundling three-condition design used in Hofmeyr et al (2010) with the method 

of estimating risk and time preferences described in Andersen et al (2008).
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evidence on relationships between addiction and inter-temporal reward discounting and 
framing in South Africans is anticipated soon.

Surveying literature on substance abuse in South Africa that was available in 1998, Parry 
and Bennetts list the following as tentatively indicated influences on incidence, prevalence 
and severity:

… socio-economic status, poverty, urbanization, delinquency, family background, peer pressure, 
religion, ideology, educational disturbance, truancy, availability, price, unemployment, job 
opportunities, anomie and alienation, tradition, legal arrangements and the enforcement of existing 
legislation (e.g. drinking and driving laws), and historical factors. (Parry & Bennetts, 1998:81)

Intuitively, at least half of these potential factors must operate, if they do operate, through 
the influence of incentives on choice. In light of the prominence of substance abuse among 
South Africa’s major public health problems, an extensive research agenda in the area 
evidently lies stretched out before the country’s decision scientists.
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1 2  Animal models of substance 
abuse

Vivienne A. Russell, Jacqueline Dimatelis and William M.U. Daniels

Introduction
Excessive drug intake changes natural reward and stress systems in the brain, causing a 
transition from positive to negative reinforcement mechanisms that drive drug-seeking 
behaviour (Edwards & Koob, 2010). Animal studies suggest that the transition from 
occasional drug intake to addiction is associated with a persistent impairment in synaptic 
plasticity (Kasanetz et al, 2010). The net effect of addictive substances or stress is impairment 
of inhibitory GABAergic synaptic plasticity, thereby increasing excitability of dopamine 
neurons and contributing to the early stages of drug addiction (Niehaus et al, 2010). Although 
animal models may not fully reproduce the human disorder, they nevertheless provide 
unique insights into the neural changes that occur during the three major stages of drug 
addiction: binge/intoxication, withdrawal/negative affect and preoccupation/anticipation (Koob, 
2009; Koob & Volkow, 2010). For instance, it has been shown that the ventral tegmental 
area (VTA) of the midbrain and nucleus accumbens (ventral striatum) are key structures 
in the binge/intoxication stage, while the extended amygdala contributes to the stress-
induced withdrawal/negative affect stage (Koob & Volkow, 2010). Similarly, preoccupation/
anticipation, or craving, is produced by a widely distributed network involving the prefrontal 
cortex, dorsal striatum, basolateral amygdala, hippocampus and insula, while disruption of 
inhibitory control is mainly attributed to dysfunction of the cingulate gyrus and prefrontal 
cortex (Koob & Volkow, 2010). The transition to addiction involves neuroplasticity in all of 
these structures. It may begin with changes in the mesolimbic dopamine system, followed 
by a cascade of neuroadaptations from the ventral striatum to the dorsal striatum and 
orbitofrontal cortex, and eventually dysregulation of the prefrontal cortex, cingulate gyrus 
and extended amygdala (Koob & Volkow, 2010) (see also Figure 12.2 and Chapter 6).

Animals willingly perform behavioural tasks in order to obtain drugs of abuse. These tasks 
include drug self-administration, which provides an animal model that is predictive of drug 
abuse potential (Koob, 2009). Two other animal models provide indirect measures of drug 
reinforcement/reward by measuring reward thresholds using conditioned place preference 
and brain stimulation reward. The ability of drugs to decrease brain reward thresholds 
correlates with their abuse potential (Koob, 2009). Animal models that demonstrate the 
compulsive elements of the binge/intoxication stage and increased motivation to seek drugs 
continue to display drug-seeking behaviour despite negative or aversive consequences. 
Animal models of the negative-reinforcing effects of dependence, such as conditioned place 
aversion, elevations in reward thresholds and decreases in responding for non-drug rewards 
on a progressive-ratio schedule of reinforcement, provide information about mechanisms 
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of adaptation of the neural networks involved in motivation and learning. This chapter 
will review evidence to highlight the important role that animal models play in furthering 
our understanding of how drugs of abuse alter specific neural circuits to give rise to the 
addictive state (see Chapter 2 for clinical definition of abuse and dependence).

Substance abuse cannot be understood without going beyond the cortico-striato-
cortical circuits that control the emotional drive for natural rewards such as food and 
water. Firstly, we have to understand the changes that substances of abuse produce in these 
reward circuits which result in addiction, the feeling of wanting, craving a drug above all 
else, without actually ‘liking’ it. The second problem is to attempt to explain the apparent 
loss of self-control in the compulsive and chronically relapsing drug-addicted individual. 
Perception of the relative value of a reward (eg, food vs drug) may be altered in drug-
addicted individuals, such that the drug is perceived to be more salient than any competing 
stimulus. Alternatively, drug-addicted individuals may be aware of the relative importance 
of the stimuli but deliberately choose to satisfy their immediate pleasure-seeking drive and 
ignore the consequences of their action. Top-down control over their actions will depend on 
how far they have descended in the spiral of addiction.

The reward circuits include the VTA, the nucleus accumbens (ventral striatum), 
hypothalamus, prefrontal cortex (which includes the orbitofrontal cortex) and anterior 
cingulate cortex (Volkow et al, 2003; Sellings & Clarke, 2003). These structures form part 
of the limbic system of the brain, which controls mood and motivation for reward (drug-
seeking behaviour). The dopamine-mediated reward pathway is fundamental to natural 
reward and addiction. All drugs of abuse stimulate dopamine release from terminals of 
dopamine neurons that project from the VTA to the nucleus accumbens (Di Chiara  
et al, 2004). The same neurons also project to the medial part of the prefrontal cortex to 
modulate neuronal signalling through cortico-striato-cortical circuits that are responsible 
for attributing salience to reward-predicting stimuli. Besides its role in the regulation of 
emotion, the prefrontal cortex is also critically involved in higher-order cognitive function, 
such as working memory, decision-making and inhibition of inappropriate thoughts and 
behaviour, as well as consolidation of long-term declarative (explicit) memory. The nucleus 
accumbens is connected to limbic structures such as the prefrontal cortex, dorsolateral 
nucleus of the thalamus, hippocampus and amygdala. It serves as the interface between 
limbic areas of the brain and the motor system and provides the motivation, determining 
the speed and accuracy of performance (Russell, 2000).

Specific molecular mechanisms underlie the transition between the different stages 
of drug addiction and withdrawal and are responsible for progression from tolerance to 
dependence, withdrawal, craving and relapse (Koob, 2009; Nestler et al, 2001). Animal 
models have provided insights into the mechanisms underlying these changes in brain 
neurocircuitry.

Animal models of substance abuse
Although animal models cannot truly reflect human disorders, they can provide insights that 
cannot be obtained from human studies because of the limitations of available techniques. 
While non-human primate brains are closer to human brains, rodent models of human 
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disorders have the advantage that they have simpler nervous systems, they are genetically 
more homogeneous, they are less expensive to maintain, greater numbers of experimental 
animals are available, much more is known about their neurobiology than primates, and the 
researcher has better control over variables such as diet, environment and learning history 
(Russell et al, 2005).

Three minimal criteria have to be met before an animal can be considered to be a valid 
model of a human disorder. Animal models are required to (1) mimic the core symptoms 
of the human disorder (face validity), (2) involve similar aetiololgy and underlying 
pathophysiological mechanisms (construct validity), and (3) predict novel treatment 
strategies and biological aspects of the disorder that have not been observed in humans 
(predictive validity) (Willner, 1986; Sagvolden et al, 2005).

Behavioural sensitisation is one of the approaches used in animal studies to investigate 
the neurochemical effects of drugs of abuse. Here, the animal is subjected to a series of 
drug administrations, usually single doses, for a consecutive number of days, followed by 
intermittent periods of withdrawal, while the expression of certain behavioural parameters 
is recorded. In studies focusing on the effects of methamphetamine (or cocaine), animals 
are treated with the drug for any period ranging from 5 to 30 days, while locomotor activity 
and stereotypy are noted. Typically, drug-treated animals will display a progressive increase 
in these behaviours. After a period of drug withdrawal, a much smaller dose is required 
to elicit the same intensity of behaviour. Drug-induced sensitisation therefore refers to the 
enhanced behavioural response after a delay in drug administration following a period of 
repeated, intermittent drug treatment. This phenomenon is considered to be related to the 
initial stages of drug-seeking behaviour.

The conditioned place preference test is used to assess reward-related behaviour. During 
this test the animal is placed in a two-chambered apparatus. The two chambers differ 
from each other, thereby providing two distinctive environments that enable the animal to 
discriminate between them. Initially the animal is allowed to move freely in the apparatus, 
between the two chambers, for 15–30 minutes. The time spent in each chamber is recorded 
to determine the preferred chamber/environment. The animal is then placed in the opposite 
side (non-preferred chamber) and presented with a stimulant drug. The animal forms an 
association between the effects of the drug and the specific environment. If the effects were 
pleasant and rewarding, the animal would now change its preference and spend more time 
in the initially non-preferred chamber.

In the self-stimulation model, an electrode is implanted into one of the brain areas 
involved in motivation and reward. Animals learn that pressing a lever (which applies 
electrical current to the electrode) generates the feeling of hedonia. Under these 
circumstances, drugs that positively affect motivation and the reward system of the brain 
(ie, drugs that have rewarding effects) will decrease the rate of stimulation sought by 
the subject. In general, drugs of abuse will result in a decrease in stimulation threshold 
because of its reinforcing properties. This model is particularly useful to assess the abuse 
potential of drugs, and the basal hedonic state of the subject during withdrawal when 
increases in stimulation thresholds can initially be expected.

Self-administration paradigms offer excellent models to study addiction. The test relies on 
the hedonic properties of the drug, and the subject independently controls the drug-seeking 
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and delivery processes. While the previously mentioned tests are more frequently used with 
rodents, the self-administration test works equally well with rodents and primates. For the 
test, the drug of interest is administered orally, or via either a chronic indwelling intracranial 
or intravenous catheter that facilitates the infusion of the drug into the subject. Drug delivery 
is usually initiated by poking a button with the nose (for rodents) or by pressing a lever 
(rodents and primates). The usefulness of this technique is that withdrawal and relapse 
can be studied more accurately in these animals. In these instances the drug is withheld 
following nose-pokes or lever-presses (extinction phase). Once the animal has learnt that 
operating the drug delivery mechanism does not lead to drug administration, subsequent 
relapse/reinstatement of the extinguished response can be studied. Here, environmental cues 
that may enhance relapse may be investigated. The ability of the self-administration model 
to mimic addictive behaviour has been demonstrated by Vanderschuren and Everitt (2004). 
These authors showed that repetitive administration of a stimulant drug to rats leads to: (1) 
continued drug-seeking behaviour even when the drug is no longer available; (2) high levels 
of motivation, where the animals display a willingness to obtain the reward at great cost 
(craving); and (3) ongoing consumption of drug despite the unpleasant consequences of 
exposure to electric shocks after receiving the reward. It is noteworthy that these behaviours 
were only observed after a prolonged period of drug exposure.

The animal models described above have been instrumental in providing information 
about the neurobiology of addiction and the pharmacological actions of drugs. Since 
methamphetamine and alcohol are the major substances of abuse in the Western Cape, this 
chapter will mainly focus on data generated by pre-clinical experiments on these drugs.

Methamphetamine
The burden of methamphetamine use remains problematic worldwide, with increases in 
consumption, especially among the youth, being recently reported for North America, 
Southeast and East Asia and Australia. South Africa is no exception, and the number of 
youths seeking professional help has escalated at an alarming rate since 2000 (Plüddemann 
et al, 2009). One of the reasons forwarded for this dramatic increase in methamphetamine 
use lies in the fact that it can be easily and cheaply manufactured, and hence its growing 
supply drives the rising demand.

Some of the immediate effects of methamphetamine include euphoria, hyperactivity, 
hypersexuality, reduced anxiety and cardiovascular changes, while long-term consequences 
may include dental decay, weight loss, psychosis and irritability. These symptoms are 
all complex in nature, and explaining their development at a molecular level remains a 
challenge. However animal models have provided useful insight into the underlying 
molecular mechanisms, thereby dramatically increasing our current understanding of 
methamphetamine-induced addiction.

Brain areas and neurocircuitry involved in methamphetamine addiction
During various stages of drug addiction, drugs of abuse induce specific neuroplastic changes 
at the synaptic level (Kasanetz et al, 2010). The development of these alterations over time 
is suggested to underlie the establishment of addictive behaviour.
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Projections from the ventral tegmental area to the forebrain
Initially, a few brain areas and neurotransmitter systems are involved in eliciting the rewarding 
effects of drugs of abuse. The early rewarding experiences are caused by dopaminergic 
projections of the mesocorticolimbic system, particularly those that originate in the VTA 
and innervate the nucleus accumbens (see Figure 12.1), specifically the shell subdivision 
(Drevets et al, 1999; Bradberry et al, 2000). Another brain area that plays an important 
role during the acute stages of drug taking is the prefrontal cortex (Kalivas et al, 2005). The 
VTA is the area of the brain that is stimulated in response to motivationally relevant stimuli, 
ie, the drug of choice, and responds to the stimulus by releasing dopamine (Robinson & 
Berridge, 1993; McClure et al, 2003) in the nucleus accumbens shell, prefrontal cortex 
and anterior cingulate cortex (Volkow et al, 2003; Sellings & Clarke, 2003). These brain 
regions are activated especially if the reward is predictable (Volkow et al, 2003). They 
appear to determine the intensity of responding to drug stimuli (Jentsch & Taylor, 1999; 
Bush et al, 2000).

The shell of the nucleus accumbens receives strong reciprocal innervation from the VTA 
and thus aids in modulating the response to motivationally salient stimuli. This projection 
participates in the learning of associations between motivationally relevant stimuli and 
environmental perceptions (Sellings & Clarke, 2003). Dopamine release is the trigger that 
directs behavioural responses toward motivationally salient stimuli and leads to cellular 
adaptations that facilitate learning of associations between stimuli and the event (Jay, 2003). 

Figure 12.1: Diagram illustrating brain areas that are proposed to be affected by substances 
of abuse and the mesocorticolimbic dopamine projection from the ventral tegmental area of the 
midbrain (VTA) to the nucleus accumbens and prefrontal cortex
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Interestingly, as the anticipated reward becomes fully predictable, dopamine release occurs in 
response to cues that predict the reward, and dopamine is no longer released upon exposure 
to the reward (Schultz, 1998). Drug-induced dopamine release is three to five times greater 
than release evoked by a natural reward (Wise, 2002). This highlights the powerful effects 
of drugs of abuse that contribute to the difficulty of drug cessation.

The nucleus accumbens
During the early stages of drug-taking, dopamine from the VTA and glutamate from the 
prefrontal cortex are released in the nucleus accumbens (Wise & Rompre, 1989). These 
two events are responsible for the synaptic changes in the nucleus accumbens that drive 
drug-seeking behaviour (Cornish & Kalivas, 2000; Kalivas & Volkow, 2005; Kalivas  
et al, 2005). Glutamate plays an important role in learning and neuronal plasticity. It has 
therefore been suggested that addiction may involve glutamate-dependent neuroplasticity 
in limbic cortico-striato-cortical circuits. The nucleus accumbens core is primarily involved 
in the expression of motivation or learned behavioural responses (Kelley, 2004; Di Ciano & 
Everitt, 2001) or habit learning (Ito et al, 2002). The nucleus accumbens therefore acts as 
an interface between motivation and action (Russell, 2000).

The amygdala
Some studies suggest that reinstatement of drug-seeking also requires the release of 
dopamine in the amygdala (See et al, 2001; McFarland et al, 2004). The amygdala functions 
in the recognition of cues that are associated with the drug or with consumption of the 
drug. This brain area plays a primary role in conditioned associations and the learning of 
these associations (Everitt et al, 2003). In order for learned associations to influence future 
behavioural responses, glutamatergic neurotransmission from the basolateral amygdala to 
the prefrontal cortex and nucleus accumbens is necessary (Cardinal et al, 2002), since rats 
with lesioned basolateral amygdala were unsuccessful in establishing cue-induced cocaine 
seeking (Whitelaw et al, 1996).

Frontal cortical areas
The frontal and prefrontal brain areas are primarily involved in executive functioning, which 
includes higher-order cognition, motivational functions, memory, impulse control, problem 
solving and decision-making (Royall et al, 2002). The frontal cortex suppresses inappropriately 
fast behavioural responses in order to allow slower decision-making processes to direct 
behaviour (Friedman & Miyake, 2004). Some of the frontal brain areas that are compromised 
in addiction include the dorsolateral prefrontal cortex, the orbitofrontal cortex, the anterior 
cingulate cortex and the ventromedial cortex. The orbitofrontal cortex is associated specifically 
with assessing reward value and reinforcing properties, which include the processing of short- 
and long-term gains or losses (Bechara, 2001; Rolls, 2000). The anterior cingulate cortex 
has been implicated in error processing, learning from mistakes (Bush et al, 2000), cognitive 
control of behaviour and emotional processing (Vogt et al, 1992; Bush et al, 2000).

In a recent study by Faure et al (2009), the authors applied proteomic techniques 
(2D-gel electrophoresis coupled to ESI-QUAD-TOFF mass spectrometry) to show that 
methamphetamine induces significant changes in the expression of a number of proteins 
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occurring in both the membrane and cytosol. These changes reflected alterations in cellular 
processes that included protein degradation, redox regulation, neuroplasticity, cytoskeletal 
modifications and synaptic function.

Pallidal structures
The ventral pallidum forms part of the limbic cortical-ventral striatopallidal circuitry that is 
implicated in drug seeking and reinstatement. The ventral striatopallidal system plays a major 
role in translating a motivational state into behavioural output (Kelley & Berridge, 2002; 
Kelley, 2004). The ventral pallidum receives input from the nucleus accumbens, midbrain, 
amygdala and prefrontal cortex (Napier & Mitrovic, 1999). In general, behavioural output is 
orchestrated by the shell of the nucleus accumbens via the ventral pallidum and mediodorsal 
thalamus to motor areas. This circuit usually drives the execution of behaviour in response 
to rewarding stimuli (Waraczynski, 2006). The nucleus accumbens shell also connects to the 
hypothalamus via the ventral pallidum, and this projection serves to modulate responding 
to natural rewards (Kelley, 2004). The ventral pallidum may therefore be seen as a relay 
centre for the execution of behavioural responses to rewarding or reinforcing stimuli.

The hippocampus
The hippocampus is involved in memory consolidation and is instrumental in forming 
learned associations necessary for the development of addiction. The hippocampus is 
involved in conditioning to contextual or spatial stimuli, unlike the amygdala, which is 
more involved in conditioning to discrete stimuli (McDonald & White, 1993). Theta burst 
stimulation of the hippocampus has been demonstrated to reinstate extinguished cocaine-
seeking behaviour which occurred only during increased glutamate neurotransmission in 
the VTA. This increase in neuronal activity has been correlated with context-dependent 
reinstatement of drug taking (Vorel et al, 2001). Reinstatement or relapse has been closely 
linked to craving, and memory consolidation needed for craving is thought to be mediated 
by the hippocampus in conjunction with the amygdala (Hyman & Malenka, 2001).

The effects of methamphetamine on neurotransmission
The dopaminergic system
Methamphetamine affects various neurotransmitter systems involved in reward and 
addiction. Initially, methamphetamine affects dopaminergic pathways in order to elicit 
rewarding or reinforcing effects. However, this subsequently also alters neurotransmission 
in various other neurotransmitter pathways (Di Chiara et al, 2004; Pierce & Kumaresan, 
2006). Methamphetamine acts by entering the neuron by means of the dopamine transporter 
(DAT), which is located in the surface membrane of the neuron. In doing so, it reverses the 
function of the transporter (Zahniser & Sorkin, 2004; Wilhelm et al, 2006) and acts as 
an ion channel leading to non-exocytotic amine release. This increases the extracellular 
availability of dopamine.

Methamphetamine also affects dopamine concentrations by reversing the function of 
the vesicular monoamine transporter 2 (VMAT2) (Wilhelm et al, 2004; Sulzer et al, 2005). 
The VMAT2 transporter is responsible for the intracellular vesicle storage of dopamine, 
serotonin, norepinephrine and histamine (Weihe & Eiden, 2000). Heterozygous VMAT2 
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knockout mice display enhanced methamphetamine-induced neurotoxicity (Fumagalli  
et al, 1999), while improved VMAT2 function reduces extracellular dopamine concentrations 
and its related neurotoxic effects (Vergo et al, 2007).

The enzymes responsible for the intracellular and extracellular breakdown of mono-
amines, monoamine oxidase (MAO) and catechol-O-methyltranferase (COMT), are inhibited 
by methamphetamine (Kita et al, 1995). The suppressing effect of methamphetamine on 
these enzymes further increases the concentration of monoamines at the synapse.

The intensity of the effects of methamphetamine was found to be directly related to 
greater extracellular dopamine concentrations and the occupancy of dopamine type 2 
receptors (DRD2) (Volkow et al, 1999; Drevets et al, 2001). DRD2 are highly expressed in 
the striatum and shell subdivision of the nucleus accumbens (Larson & Ariano, 1995).

The serotonergic system
Various other transmitter systems play modulatory roles in the reward circuitry. These 
include serotonin (5-HT), glutamate and gamma-aminobutyric acid (GABA). The 5-HT 
system is ideally situated for its role as a modulator of dopaminergic activity, since the 
5-HT neurons in the dorsal and median raphe nuclei innervate dopaminergic neurons 
in the nigrostriatal and mesolimbic systems (Phelix & Broderick, 1995; Di Giovanni et 
al, 2010). Serotonin has been shown to increase the inhibitory effect of dopamine on 
dopaminergic VTA neurons (Brodie & Bunney, 1996), resulting in decreased dopaminergic 
neurotransmission. Di Matteo et al (2001) have shown that 5-HT2C receptors inhibit 
mesolimbic dopamine function.

Serotonin plays an important role in drug reinforcement, since mice deficient in 5-HT 
demonstrate increased self-administration of cocaine when compared to normal mice 
(Parsons et al, 1998). In addition, agonists of the 5-HT2C receptor and inhibitors of the 
serotonin transporter decrease the firing rate of VTA dopaminergic neurons, resulting in 
reduced dopamine concentrations in the nucleus accumbens (Di Mascio et al, 1998; Di 
Matteo et al, 2000).

The 5-HT2C receptors are located on GABAergic neurons, and effects orchestrated 
by serotonin are proposed to be mediated by increased GABA inhibitory action on VTA 
dopaminergic neurons (Eberle-Wang et al, 1997). The 5-HT6 receptors expressed in the 
limbic and motor brain areas (Ruat et al, 1993) have also been implicated in amphetamine-
induced behaviour: for example, pre-treatment with the novel 5-HT6 receptor antagonist, 
SB 258510A, dose-dependently enhanced amphetamine’s reinforcing effects and increased 
extracellular dopamine concentrations in the frontal cortex (Frantz et al, 2002). Behavioural 
and locomotor activities induced by methamphetamine that were prevented by DAT 
inhibitors or the deletion of the DAT gene coincided with the release of 5-HT via the 
serotonin transporter (Torres et al, 2003).

Activation of other serotonergic receptor subtypes had mixed effects on the central 
dopaminergic system. For example, stimulation of 5-HT1B receptors reduced GABA 
inhibitory action in the VTA (Cameron & Williams, 1994), thereby indirectly stimulating 
dopamine release. In contrast, antagonism of the 5-HT2A receptor, via the selective 5-HT2A 
antagonist, SR46349B, decreased amphetamine-induced dopamine release in the nucleus 
accumbens and striatum (Porras et al, 2002).
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The glutamatergic system
In general, glutamate has an excitatory effect on dopaminergic neurons in the VTA, 
usually leading to enhanced mesocorticolimbic dopaminergic activity. Animal studies have 
confirmed a role for the glutamatergic system in the rewarding effects of psychostimulants 
(Pierce et al, 1996; Cornish & Kalivas, 2000; Kalivas et al, 2003; McFarland et al, 2003). 
Acute effects of cocaine administration have been found to enhance nucleus accumbens, 
VTA and prefrontal cortex glutamate levels (Kalivas & Duffy, 1995; Pierce et al, 1996; 
Reid et al, 1997), while chronic exposure to cocaine resulted in decreased extracellular 
nucleus accumbens glutamate concentrations (Keys et al, 1998). Moreover, chronic cocaine 
administration reduced metabotropic glutamate receptor 2 or 3 (mGluR2/3) autoreceptor 
function in the nucleus accumbens (Xi et al, 2002), which was proposed to be a compensatory 
mechanism to decrease extracellular glutamate levels (Dackis & O’Brien, 2003). In line 
with this evidence, administration of a mGluR2/3 agonist decreased both dopamine and 
glutamate release in the nucleus accumbens, striatum and the prefrontal cortex, while 
activation of mGluR7 receptors inhibited cocaine reinstatement of drug-seeking behaviour 
by a mGluR2/3 mechanism in the nucleus accumbens, and antagonists of the mGluR5 and 
N-Methyl-D-Aspartate (NMDA) receptor decreased cocaine reward (Pulvirenti et al, 1997; 
Hu et al, 1999; McGeehan & Olive, 2003; Li et al, 2010; Jin et al, 2010). Also, mGluR5-
deficient mice did not acquire intravenous cocaine self-administration (Karler et al, 1998), 
thereby supporting an important function of metabotropic glutamate receptors in cocaine-
induced effects.

Interestingly, the administration of N-acetylcysteine (NAC) normalises glutamate 
concentrations in cocaine-pretreated rats and prevents cocaine-induced drug reinstatement 
in these animals. Apparently, this is achieved by restoring the cysteine/glutamate exchanger 
(Xi et al, 2002; Baker et al, 2003). However, the therapeutic mechanism of action has been 
questioned, since NAC does not cross the blood–brain barrier. NAC has a negatively charged 
carbonyl group, which is repelled by the negatively charged surface area of the endothelial 
cells of the blood–brain barrier (De Boer & Gaillard, 2006).

NMDA receptors can be activated by binding of glutamate to the NR2 subunit (Laube 
et al, 1997), and by binding of d-serine or glycine to the NR1 subunit (Johnson & Ascher, 
1987). Glutamatergic transmission from the prefrontal cortex to the nucleus accumbens, 
amygdala and VTA, together with activation of NMDA receptors in these areas, have been 
proposed to be instrumental in the development of conditioned place preference and 
behavioural sensitisation induced by methamphetamine administration (Wolf, 1998). The 
glycine transporters are essential in the regulation of glycine levels at synapses. Antagonists 
of the glycine transporter inhibited glycine uptake and enhanced NMDA receptor function 
(Bergeron et al, 1998; Kinney et al, 2003). It would seem that glycine enhances glutamatergic 
neurotransmission, and therefore glycine administration may be therapeutic. This suggestion 
may be feasible since the glycine transporter gene has been suggested to contribute to the 
vulnerability to methamphetamine dependence and psychosis (Bousman et al, 2009).

The Gamma-Aminobutyric Acid (GABA) system
GABA, an inhibitory amino acid, modulates the release of basal dopamine and glutamate 
(Dewey et al, 1992) and has therefore been implicated in the effects of psychostimulants 
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(Cousins et al, 2002). The GABA-A1 and G2 receptors (GABRA1, GABRG2) have been 
associated with methamphetamine abuse and abuse/dependence, respectively (Bousman  
et al, 2009). VTA dopamine activity is modulated by GABAergic interneurons (Steffensen  
et al, 1998), and a major portion of nucleus accumbens efferents are GABAergic. These 
fibres are thought to regulate dopaminergic input from the VTA to the nucleus accumbens 
(Kita & Kitai, 1988).

On the other hand, cocaine and amphetamine both decrease GABAergic activity in the 
striatum, and this effect is mediated by DRD2 dopamine receptors (Centonze et al, 2002). A 
number of drugs that have their effects on GABA metabolism have been tested in substance 
abuse. The idea is to inhibit GABA-transaminase, an enzyme that metabolises GABA, thereby 
increasing synaptic GABA levels (Kushner et al, 1999). Vigabatrin (gamma-vinyl-GABA), an 
irreversible GABA-transaminase inhibitor, has been shown to prevent stimulant-induced 
dopaminergic increases in the nucleus accumbens and corticomesolimbic system, leading 
to an attenuation of drug-induced rewarding effects (Gerasimov et al, 1999). Similarly, 
topiramate, a drug that potentiates GABAergic transmission, enhanced cocaine abstinence 
(Kampman et al, 2004).

The noradrenergic system
It is suggested that the reinforcing effects of substances of abuse are not induced by increases 
in dopamine concentrations alone, since dopamine receptor antagonists do not inhibit the 
subjective effects caused by cocaine or amphetamine administration (Brauer & De Wit, 
1997). Amphetamines and cocaine release norepinephrine more potently than they release 
dopamine and serotonin (Rothman et al, 2001). These increases in norepinephrine have 
been shown to contribute to the subjective effects of stimulants. The locus coeruleus has 
projections to the VTA and has the ability to influence the activity of dopaminergic neurons. 
For example, lesions of the locus coeruleus reduce nucleus accumbens dopamine levels 
(Lategan et al, 1990; Grenhoff et al, 1993), while norepinephrine depletion in the prefrontal 
cortex results in decreased amphetamine-induced conditioned place preference (Ventura 
et al, 2003). Interestingly, dopamine is taken up by both dopaminergic and noradrenergic 
neurons, and hence inhibition of norepinephrine transporters increases extracellular 
dopamine (Carboni et al, 1990; Reith et al, 1997), an effect which may enhance addictive 
behaviour. It is proposed that cocaine, which is an inhibitor of the norepinephrine 
transporter (Eshleman et al, 1999) would inhibit dopamine uptake into norepinephrine 
neurons, resulting in increased extracellular dopamine and concomitant reinforcement of 
cocaine effects (Rothman et al, 2001). These findings therefore caution against the use of 
drugs that act on the norepinephrine transporter, such as atomoxetine, which is often used 
in the treatment of attention-deficit hyperactivity disorder (ADHD).

Methamphetamine-induced neurotoxicity
One of the major contributing factors to methamphetamine toxicity is the fact that 
methamphetamine has a very similar chemical structure to that of the body’s naturally 
occurring dopamine, and this allows methamphetamine to enter axons (Iversen, 2006). 
Toxicity occurs as a result of both endogenous dopamine accumulation and high 
extracellular dopamine levels released from nerve terminals (Krasnova & Cadet, 2009). 
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Accumulated dopamine rapidly auto-oxidises and results in the formation of oxygen free 
radical species, which include superoxide radicals, hydroxyl radicals, hydrogen peroxide 
and dopamine quinones (Acikgoz et al, 1998; LaVoie & Hastings, 1999; Miyazaki et al, 
2006). In addition, it has been shown that methamphetamine can reduce the activity 
of copper/zinc-superoxide dismutase (CuZnSOD), and the levels of glutathione and 
peroxiredoxins. These observations were accompanied by high levels of lipid peroxidation 
and protein carbonyls (Harold et al, 2000; Gluck et al, 2001; Iwazaki et al, 2006; Li et al, 
2008). When the production of reactive oxygen species overrides the anti-oxidant capacity 
of the cells, methamphetamine-induced terminal degeneration and neuronal apoptosis 
occur (Potashkin & Meredith, 2006).

Glutamate also contributes to methamphetamine-induced neurotoxicity in striatal 
dopamine terminals, since methamphetamine results in an increased release of glutamate in 
the brain (Abekawa et al, 1994; Mark et al, 2004), whereas glutamate receptor antagonists 
decrease methamphetamine-induced degeneration of dopamine terminals in various brain 
areas (Fuller et al, 1992; Battaglia et al, 2002). In general, glutamate acts via NMDA receptors 
to generate reactive oxygen species such as nitric oxide (Gunasekar et al, 1995), to induce 
cellular damage.

Oxidative stress resulting from methamphetamine administration also impairs the 
integrity of the blood–brain barrier (Plateel et al, 1995). For instance, methamphetamine 
treatment leads to the accumulation of immunoglobulins (IgG) in the amygdala and 
hippocampus of hyperthermic mice (Bowyer & Ali, 2006) and dysregulates the expression 
of tight junction proteins such as ZO-1, JAM-2, to facilitate the migration of immune cells 
across the blood–brain barrier (Mahajan et al, 2008). Zhang et al (2009) also demonstrated 
that methamphetamine results in a loss of blood–brain barrier permeability to human brain 
microvascular endothelial cells.

Furthermore, methamphetamine reduces glutathione levels, which are detrimental to 
cells (Zhang et al, 2009). Glutathione is an intracellular thiol and acts as a scavenger of 
reactive oxygen species (Akca et al, 2005). Glutathione therefore reduces oxidative stress 
(Yamamoto & Zhu, 1998) and is critical for maintaining the integrity of membranes, 
including the blood–brain barrier (Agarwal & Shukla, 1999). Also, when glutathione is 
depleted, it leads to a reduction in protein sulfhydryls, which are important for membrane 
function (Agarwal & Shukla, 1999). On the other hand, NAC has been shown to increase 
glutathione levels (Chen et al, 2008), and this may be another mechanism for NAC-induced 
neuroprotection. In addition, reactive oxygen species increase P-glycoprotein (Ziemann 
et al, 1999; Hirsch-Ernst & Kietzmann, 2000), which is a multidrug-resistance protein, 
located in the blood–brain barrier and expressed in endothelial cells (Demeule et al, 2000). 
This positioning of P-glycoprotein allows the protein to act as an efflux transporter which 
limits the uptake of drugs from the blood into the brain. P-glycoprotein expression is 
increased by glutathione depletion-induced oxidative stress in microvessel endothelial cells 
of rats (Hong et al, 2006). Similarly, NAC decreases P-glycoprotein upregulation induced 
by diethyl maleate (Wu et al, 2009). Since NAC increases glutathione levels (which protects 
against the oxidative stress induced by methamphetamine) and decreases P-glycoprotein 
efflux functionality, administration of this compound may prevent reinstatement or drug 
seeking in addicts.
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Alcohol
Alcohol abuse is another major problem in South Africa. Ethanol addiction is a 
progression from occasional, impulsive use to compulsive drinking characterised by 
repeated cycles of withdrawal, craving and relapse. Comparable to methamphetamine, 
these transitional stages basically involve four overlapping circuits: (1) the reward 
pathway, involving the VTA, nucleus accumbens and ventral pallidum; (2) brain circuits 
that provide motivation and/or drive, including the orbitofrontal cortex; (3) brain 
circuits that produce learning and memory, requiring the amygdala and hippocampus; 
and (4) brain circuits responsible for cognitive control of behaviour, involving the 
prefrontal cortex and cingulate cortex (Kalivas & Volkow, 2005; Volkow & Li, 2005; 
Vilpoux et al, 2009).

Ethanol effects on dopaminergic and glutamatergic systems
Ethanol intake during the juvenile/adolescent period was shown to increase subsequent 
ethanol intake (Pascual et al, 2009). Rat pups, at 25 days of age, and adult rats were given 
injections of 25% (v/v) ethanol (3 g/kg, i.p.) in isotonic saline, or saline, on two consecutive 
days, followed by two days without injections, for a period of two weeks. Multiple doses 
of ethanol produced similar prolonged increases in dopamine concentration in the nucleus 
accumbens of adolescent and adult rats (Pascual et al, 2009). However, treatment with 
ethanol decreased expression of dopamine receptors (DRD1, DRD2) and decreased 
phosphorylation of the NR2B subunit of the glutamate NMDA receptor in the prefrontal 
cortex and striatum of adolescent animals but not of adult rats. Consistent with these 
findings, microinjections of DRD1, DRD2 or glutamate AMPA receptor antagonists into the 
nucleus accumbens attenuated drug-seeking behaviour (Anderson et al, 2006; Cornish et al,  
1999; Cornish & Kalivas, 2000).

In contrast, Wang et al (2007) reported increased phosphorylation of the NR2B 
subunit of the NMDA receptor in the dorsal striatum following alcohol exposure that 
was associated with long-term facilitation (LTF) of the activity of NR2B-containing 
NMDA receptors in the dorsal striatum. These changes were not observed in the ventral 
striatum (nucleus accumbens). Further evidence supporting a role for the dorsal striatal 
NR2B receptor subunit in alcohol addiction was provided by the fact that dorsal, but not 
ventral, striatal infusion of a NR2B inhibitor reduced self-administration of ethanol in rats 
(Wang et al, 2007).

Chronic administration of ethanol (10% in drinking water for 12 weeks) increased 
NR1, NR2B and NR2C protein density in rat hippocampus but not in the frontal cortex 
(Bhupanapadu Sunkesula et al, 2008). Treatment of cultured cortical neurons with ethanol 
for five days increased NR1 and NR2B expression (Qiang et al, 2007; Qiang & Ticku, 2005), 
FosB protein and AP-1 promoter activity (Qiang et al, 2007), providing further support for a 
role for the NR2B subunit of NMDA receptors in alcohol abuse. Expression of c-Fos is under 
the control of NMDA receptors via the extracellular signal-regulated kinase (ERK) pathway 
(Lu et al, 2006; Valjent et al, 2004). Drug-induced alterations in the ERK signalling pathway 
in the mesocorticolimbic dopaminergic system have been suggested to contribute to the 
drug’s rewarding effects (Zhai et al, 2007).



Animal models of substance abuse

213

Epigenetic effects of ethanol
Multiple doses of ethanol during adolescence also increased acetylation of histones H3 and 
H4 in the frontal cortex and nucleus accumbens, while decreasing H3 and H4 acetylation 
in the dorsal striatum (Pascual et al, 2009). Increased histone acetylation is associated with 
DNA relaxation and elevated transcriptional activity, while decreased histone acetylation 
results in tighter DNA coiling and gene silencing, and thus serves to perpetuate altered 
gene expression. These findings led the authors to suggest that abnormal plasticity in 
reward-related processes and epigenetic mechanisms could contribute to the vulnerability 
of adolescents to alcohol addiction, which is consistent with the fact that brain regions 
that underlie attention, reward evaluation, affective discrimination, response inhibition and 
goal-directed behaviour undergo structural and functional reorganisation throughout late 
childhood and early adulthood (Pascual et al, 2009).

Ethanol and stress
Increased brain reward thresholds and increases in anxiety-like behaviour have been shown to 
persist after acute withdrawal in animals, mimicking protracted abstinence in human addicts 
(Koob, 2009; Koob & Volkow, 2010). Acute stressors have been shown to reinitiate alcohol-
seeking behaviour in animals, which may result from cue- and/or stress-related neurotrans-
mit ters, orexin/hypocretin and corticotrophin-releasing factor (CRF), modulating excitatory 
synaptic transmission in the VTA (Bonci & Borgland, 2009; Koob & Volkow, 2010). Stephens 
and Duka (2008) reported that rats exposed to intermittent episodes of alcohol consumption 
and withdrawal were impulsive and displayed impairments in aversive conditioning. These 
behavioural changes were accompanied by facilitated excitatory neurotransmission and 
reduced neural plasticity, evidenced by decreased long-term potentiation (LTP) in the amygdala 
and hippocampus. The impaired LTP was accompanied by impaired associative learning and 
inappropriate generalisation of previously learned associations (Stephens & Duka, 2008). 
Stephens and Duka (2008) proposed that repeated episodes of withdrawal from alcohol (rather 
than ethanol intake) induced aberrant neuronal plasticity that resulted in altered cognitive 
and emotional competence (Stephens & Duka, 2008). A negative emotional state (anxiety, 
dysphoria, irritability) is produced by activation of stress systems in the brain (CRF) during 
acute withdrawal of all types of drugs (Koob & Volkow, 2010).

Molecular adaptations to drugs of abuse
Drug addiction depends on molecular and cellular adaptations that lead to persistent 
changes in transcription, translation and synaptic morphology that are enduring (Koob, 
2009; Nestler, 2004; Nestler et al, 1999). The stability of some of these adaptations led to 
the hypothesis that long-term plasticity is an important underlying mechanism involved 
in these persistent modifications (Nestler et al, 1999; Vilpoux et al, 2009). The transition 
to addiction that defines the shift from occasional, controlled drug use to compulsive 
drug-taking, is associated with suppression of long-term depression (LTD) of synaptic 
transmission in the nucleus accumbens core, suggesting that the transition to drug addiction 
may be mediated by an inability to engage active processes to allow control of drug intake 
(Kasanetz et al, 2010)
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Regulation of gene expression is considered to be a plausible mechanism of drug addiction, 
given the stability of behavioural abnormalities that define the addicted state (Nestler, 2008). 
Among many transcription factors known to influence the addiction process, one of the best 
characterised is ΔFosB, which is induced in the brain’s reward regions by chronic exposure 
to virtually all drugs of abuse and mediates sensitisation to these drugs.

ΔFosB is encoded by the fosB gene. The immediate early genes of the fos family encode 
nuclear proteins (c-Fos, FosB) that form heterodimers with the Jun family proteins (c-Jun, JunB, 
JunD) to form the AP-1 transcription factors that bind to the promoter region of numerous 
genes to either activate or repress their transcription. The Fos family of proteins are induced 
rapidly and transiently in limbic areas of the brain following acute administration of several 
drugs of abuse (Nestler et al, 2001; Nestler, 2008). All of these Fos family proteins, however, are 
highly unstable and return to basal levels within hours of drug administration (Nestler, 2008). 
Very different responses are seen after chronic administration of drugs of abuse. Biochemically 
modified isoforms of ΔFosB (Mr 35–37 kD) accumulate within the same brain regions after 
repeated drug exposure, whereas all other Fos family members show tolerance, ie, reduced 
induction compared with initial drug exposures (Chen et al 1997; Hiroi et al 1997).

ΔFosB dimerises predominantly with JunD to form an active and long-lasting AP-1 
complex (Chen et al, 1997; Hiroi et al, 1997), which can act as a transcription activator or 
repressor. ΔFosB binds to a gene (eg, cyclin-dependent kinase 5, cdk5) and recruits histone 
acetyltransferases that acetylate nearby histones and promote transcription, whereas ΔFosB 
binding to, for example, the c-fos gene, causes recruitment of histone deacetylases, which  
remove the acetyl group from histones and silence gene transcription (Nestler, 2008).  
As a result of its stability, the ΔFosB protein persists in neurons for several weeks after 
cessation of drug exposure (Nestler, 2008). The stability of the ΔFosB isoforms provides a 
novel molecular mechanism by which drug-induced changes in gene expression can persist 
despite relatively long periods of drug withdrawal. Nestler (2008) proposed that ΔFosB 
functions as a sustained ‘molecular switch’ that helps initiate and then maintain an addicted 
state (see Figure 12.2; Nestler et al, 2001). Consequently, drug-induced regulation of c-Fos 
expression could play a role in the long-term cellular adaptations that are induced by drug 
abuse (Vilpoux et al, 2009).

Evidence in support of this proposal was provided by bitransgenic mice in which ΔFosB 
had been selectively induced in the dynorphin-containing GABAergic medium spiny 
neurons of the nucleus accumbens and dorsal striatum (Kelz et al, 1999; Nestler 2008). 
Mice overexpressing ΔFosB displayed increased locomotor responses to cocaine (Kelz et al, 
1999) and enhanced sensitivity to the rewarding effects of cocaine and morphine (Nestler, 
2008). Specific targeting of ΔFosB overexpression to the nucleus accumbens yielded similar 
results, which indicated that this particular brain region could account for the phenotype 
observed in the bitransgenic mice (Nestler, 2008).

Mice overexpressing ΔFosB worked harder to self-administer cocaine in progressive ratio self-
administration assays, suggesting that ΔFosB may sensitise animals to the incentive motivational 
properties of cocaine and thereby lead to a propensity for relapse after drug withdrawal (Nestler, 
2008). Mice that overexpresssed ΔFosB displayed increased anxiolytic effects in response to 
alcohol, a phenotype that has been associated with increased alcohol intake in humans (Nestler, 
2008). These findings suggest that ΔFosB, in addition to increasing sensitivity to drugs of abuse, 
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produces qualitative changes in behaviour that promote drug seeking, and support the view 
that ΔFosB functions as a sustained molecular switch for the addicted state (Nestler, 2008).

Target genes of ΔFosB include GluR2, an AMPA receptor subunit (Kelz et al, 1999) 
that decreases permeability to calcium ions and alters postsynaptic signalling by AMPA 
receptors. Addictive drugs cause a rapid and persistent potentiation of AMPA-mediated 
synaptic responses in the VTA (Bonci & Borgland, 2009) by increasing GluR2-lacking 
AMPA receptors at all glutamate synapses on VTA dopamine neurons (Good & Lupica, 
2010). ΔFosB overexpression in response to chronic stress or in inducible bitransgenic mice 
increased GluR2 expression in the nucleus accumbens and decreased the responsiveness 

Figure 12.2: Schematic representation of the normal sequence of events following presentation 
of an unexpected reward giving rise to dopamine release and activation of dopamine D1 
receptors (DRD1)

Notes: DRD1 activate adenylyl cyclase to give rise to cAMP formation and activation of protein kinase A (PKA). 
PKA, in turn, phosphorylates and activates cAMP-response-element binding protein (CREB), a transcription factor 
that promotes transcription of immediate early genes (c-fos, fosB, c-jun, junB, junD) and synthesis of transcription 
factors (c-Fos, FosB, c-Jun, JunB, JunD). FosB is encoded by the fosB gene and it, in turn, encodes an individual’s 
exposure to emotional stimuli, both positive and negative, integrated over relatively long periods of time (Nestler, 
2008). Gene transcription and protein synthesis are required for memory consolidation, long-term facilitation of 
transmission in reward-related neural circuits. Upon subsequent presentation of a reward-related stimulus/cue, 
the network will be reactivated and the motivation/drive to carry out the action will be provided by the amount 
of dopamine released in the nucleus accumbens which in turn is determined by the balance of proteins expressed 
in response to the elevated levels of FosB and other transcription factors in limbic areas of the brain.
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of the GABAergic medium spiny neurons to glutamate (Nestler, 2008; Vialou et al, 2010). 
Nestler (2008) hypothesised that ΔFosB levels in the nucleus accumbens represent a readout 
of an individual’s exposure to emotional stimuli, both positive and negative, integrated over 
relatively long periods of time. Under normal circumstances, induction of moderate levels 
of ΔFosB by rewarding or aversive stimuli would be adaptive by enhancing an animal’s 
adjustment to environmental challenges (Nestler, 2008). Higher levels of emotional  
stimulation would induce greater amounts of ΔFosB in nucleus accumbens neurons, 
altering their function so that they become more sensitive to rewarding stimuli. In this 
way, induction of ΔFosB would promote reward-related memory formation in response to 
afferent input to the nucleus accumbens.

An entirely new direction proposed for the treatment of drug addiction is based on the 
finding that cocaine induces expression of miRNA-212, a small non-coding microRNA that 
blocks gene transcription and inhibits transition from occasional drug use to uncontrolled 
drug intake (Hollander et al, 2010). Hollander and co-workers (2010) showed that cocaine 
intake increased expression of miRNA-212 in the dorsal striatum of rats, which decreased 
their response to the motivational properties of cocaine by amplifying the stimulatory effects 
of cocaine on signalling by the cyclic AMP response element binding protein, CREB. This 
action occurred through miR-212-enhanced Raf1 activity, resulting in adenylyl cyclase 
sensitisation and increased expression of the essential CREB co-activator TORC, a transducer 
of regulated CREB, which in turn regulates transcription of miRNA-212 and limits cocaine 
intake (Hollander et al, 2010).

Conclusion
Animal models have provided insight into the neural circuits, brain areas and molecular 
mechanisms that underlie the addictive process and factors governing withdrawal and 
relapse. Addictive drugs stimulate dopamine release from mesolimbic terminals in the 
nucleus accumbens and cause a rapid and persistent potentiation of glutamate stimulation of 
VTA dopamine neurons. The transition to addiction, which defines the shift from occasional 
controlled drug use to compulsive drug-taking, is associated with gene transcription and 
persistent impairment of synaptic plasticity in the nucleus accumbens, suggesting that the 
transition to drug addiction may be mediated by an inability to engage active processes 
to allow control of drug intake. Drugs of abuse produce pathological overstimulation of 
reward circuits in the brain, causing enduring molecular changes in target areas of the 
mesocorticolimbic dopaminergic system. Excessive induction of ΔFosB, resulting from 
chronic exposure to substances of abuse, leads to excessive sensitisation of the nucleus 
accumbens circuitry and pathological compulsive drug-seeking and drug-taking behaviour 
associated with addiction (Nestler, 2008). In vivo measurement of ΔFosB levels in the nucleus 
accumbens of addicted individuals, using radioactively labelled probes and positron emission 
tomography (PET) scanning techniques, could provide a measure of an individual’s level of 
addiction, and drugs targeted at degradation of ΔFosB protein could possibly be of benefit 
in treating addiction (Nestler, 2008). In addition, microRNAs can inhibit gene transcription 
and limit the behavioural consequences of drug abuse, potentially offering a novel way of 
protecting humans from the consequences of drug addiction (Picciotto, 2010).
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13 Youth and substances

Neo K. Morojele, Eileen Rich, Alan J. Flisher and Bronwyn Myers

Introduction
The use and abuse of legal and illegal substances among adolescents and youth is of major 
concern in South Africa. Not only have there been increases in the proportion of young 
people engaged in the use of certain drugs (as shown below), but so have there been 
increases in the range of illegal drugs available to young people in the country since 1994. 
The increase in availability is due to the large amounts of drugs crossing South Africa’s 
borders, as well as the increased local production of a range of drugs – including cannabis, 
methamphetamine, crystal methamphetamine (tik) and methcatinone (cat) – for both 
domestic and international consumption (UNODC, 2009).

According to the Diagnostic and Statistical Manual of Mental Disorders, 4th edition 
(DSM-IV), of the American Psychiatric Association (1994), and the International Classification 
of Diseases, 10th edition (ICD-10), of the World Health Organization (WHO) there are two 
major types of substance use-related problems (see also Chapter 2). These include the use of 
substances that lead to social, physical or psychological harm (substance abuse or harmful 
use) on the one hand, and substance dependence, on the other hand. Although these 
classification systems were developed based on adult samples, they are used for diagnosing 
substance use-related problems among adolescents and youth, and have some limitations in 
this regard (eg, Fulkerson et al, 1999; Martin & Winters, 1998). In general, only a minority 
of young people who use substances can be classified as substance-dependent. A larger 
proportion of young people abuse or engage in harmful use of alcohol and other drugs 
(than are dependent users), while a further group engage in experimental or recreational 
use, that is, use without any notable current problems. For example, a household survey of 
over 4 000 adolescents aged 11–17 years in a metropolitan area (Houston, Texas), revealed 
prevalence rates of any substance use disorder of 5.27%; of alcohol abuse or dependence 
of 2.92%; of marijuana abuse or dependence of 3.38%; and of other substances abuse or 
dependence of 0.90% (Roberts et al, 2007). One South African study has estimated rates of 
substance abuse and dependence for adults to be as follows: 7.0% for alcohol abuse; 15.0% 
for alcohol dependence; 1.0% for drug abuse; and 3.0% for drug dependence (Kleintjies et 
al, 2006), but estimates for adolescents are lacking.

For the present purpose, our focus is limited to the use of psychoactive drugs among 
adolescents and young people in South Africa, and we use World Health Organization 
(WHO) definitions of adolescents (ie, those aged 10–19 years) and youth (those aged 
from 15 to 24 years). We consider both legal (primarily alcohol) and illegal drugs (mainly 
Mandrax, cannabis, methamphetamine, heroin and cocaine), but make little reference to 
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over-the-counter and prescription medications, although these categories of drugs are also 
used (primarily by adults) and are also a source of problems in South Africa (Myers, Siegfried 
& Parry, 2003).

Nature and extent of substance use by adolescents and youth
The primary sources of information on substance use among young people in South Africa 
are (1) a sentinel surveillance network on drug use, known as the South African Community 
Epidemiology Network on Drug Use (SACENDU; Parry et al, 2004b); (2) school-based 
surveys; and (3) household surveys. SACENDU has been tracking drug use trends, 
primarily from treatment centres, since 1996. This network provides an indication of trends 
in treatment admissions. SACENDU has shown regional variations in drug use trends. For 
example, for young patients in treatment centres in Gauteng during the second half of 2009, 
the most common primary substances of abuse were cannabis (57%), alcohol (14%) and 
heroin (6%). For Durban, they were cannabis (48%), heroin (22%) and alcohol (20%). For 
those in Cape Town, the most common substances were cannabis (43%), methamphetamine 
(39%) and alcohol (only 3%). The reasons for the different choices of drugs per region may 
be a reflection of availability.

SACENDU has also shown increases in the proportion of young people (under 20 
years) in treatment for drug use over time, although more recently there seems to be some 
evidence of a reduction in these proportions. As shown in Figure 13.1, in 1998 (two years 
after the network was established) young people under 20 years comprised between 6% 
and 13% of the total population of patients in treatment. Ten years later, they made up 
approximately 20% of the total patient population. This increase is difficult to interpret, and 
may be attributable to numerous factors, including an increase in adolescents’ demand for 
treatment, an increase in the accessibility of treatment for young people, a decrease in the 
demand for treatment among adults and/or changes in the admissions policies of the centres 
involved in the network.

There have been two school-based studies with nationally representative samples in 
which rates of substance use among school students were reported (see Table 14.1). These 
were part of the Youth Risk Behaviour Survey (YRBS) for 2002 (Reddy et al, 2003) and 2008 
(Reddy et al, 2010). The substances that had the highest reported rates of lifetime use in 
2002 were alcohol (56.1% and 43.5% for males and females, respectively), tobacco (40.0% 
and 23.0%) and cannabis (20.2% and 7.0%). In 2008, they were the same substances; that 
is, alcohol (54.4% and 45.1% for males and females, respectively), tobacco (36.8% and 
22.4%), and cannabis (17.9% and 7.6%). While students’ rates of use of most drugs were 
relatively stable between 2002 and 2008, the increases in rates of past 30-day alcohol use and 
binge drinking for both males and females are cause for concern (see Table 13.1). Changes 
in the prevalence of use of other drugs were observed by Flisher et al (2006) in a study 
reporting secular trends in substance use among Grade 8 students in Cape Town between 
1997 and 2004. They concluded that there were significant increases in the prevalence of 
past-month use of cigarettes for males (from 23.0% to 31.5%), and cannabis for both males 
(3.1% to 17.2%) and females (1.9% to 5.2%). Furthermore, while crystal methamphetamine 
(tik) was not used to any detectable extent by high school students in 2002, two reports 
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of school-based epidemiological studies in 2006 (Plüddemann et al, 2008; 2010) indicate 
a marked increase in the intervening period. The rates of crystal methamphetamine use 
by Grades 8 and 9 students in 2006 in one educational district in Cape Town (N = 1 561) 
were 8.8% for lifetime use; 4.7% for use in the past 12 months; and 2.8% in the past 30 
days (Plüddemann et al, 2010). Rates of crystal methamphetamine use by Grade 9 students 
in the whole of Cape Town (N = 4 605) were 13.3% and 11.9% for males and females, 
respectively, for lifetime use; 62.8% and 44.8% for use in the past year among those who 
had ever used; and 61.0% and 59.7% for use in the past 30 days among those that had used 
in the past year (Plüddemann et al, 2008).

Very few household surveys of substance use among nationally representative samples of 
adolescents or youth have been conducted in South Africa. However, one useful source of 
nationally representative data among adolescents aged between 15 and 19 years is the 1998 
and 2003 South Africa Demographic and Health Survey (SADHS) (1998 & 2003) of the 
Department of Health. Table 13.2 shows prevalence rates of lifetime, last 12 months and 
weekend ‘risky drinking’ or ‘harmful and hazardous use’ of adolescents based on data from 
1998 and 2003, respectively. The 1998 survey defined ‘risky drinking’ as consumption of five 
or more drinks a day for men, and three or more drinks a day for women. The 2003 survey 
defined ‘harmful drinking’ as consumption of four to less than six drinks a day for men, and 
two to less than four drinks a day for women, and ‘hazardous drinking’ as consumption of 
six or more drinks a day for men and four or more drinks a day for women.
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Figure 13.1: Proportion of treatment population under age 20 years in Gauteng, Durban and 
Cape Town between 1998 and 2008
Source: South African Community Epidemiology Network on Drug Use (SACENDU)
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In 1998, 25.3% of males and 15.0% of females reported ever having consumed alcohol. In 
2003, these figures had increased markedly for males (to 31.9%) and slightly for females (to 
17.2%). The proportion of males who had engaged in weekend risky drinking was 24.1% 
in 1998, and in 2003 9.3% had engaged in weekend hazardous or harmful drinking. For 
females, these figures were 27.3% in 1998 and 36.6% in 2003. In both years, there were 
higher levels of lifetime alcohol use (and in 2003 a higher rate of last 12 months alcohol 
use) among urban adolescents than among their non-urban counterparts. The non-urban 
adolescent males were more likely (32.2%) than their urban counterparts (20.5%) to engage 
in weekend risky drinking in 1998, although this pattern did not apply in 2003 to weekend 
hazardous and harmful drinking. Rates of hazardous and harmful drinking were also higher 
for the non-urban females (40.9%) than for the urban females (35.8%) in 2003. Adolescents 
in the Western Cape had among the highest levels of drinking behaviour (ie of lifetime and 
last 12 months), while those in Limpopo province tended to have among the lowest rates. 
Regarding weekend hazardous and harmful drinking in 2003, while males from the Western 
Cape continued to have the highest rates, females from four other provinces (the Northern 
Cape, KwaZulu-Natal, Mpumalanga and the Eastern Cape) all had higher rates than their 
counterparts in the Western Cape. Both surveys found that white adolescents had among 

Table 13.1:  Prevalence rates of use of selected substances among students in Grades 8–11, 
South Africa, 2002 (N = 10 699; Reddy et al, 2003), and 2008  
(N = 10 270; Reddy et al, 2010)

2002 2008

TIME BOYS (%) GIRLS (%) BOYS (%) GIRLS (%)

Alcohol Ever 56.1 43.5 54.4 45.1

30 days 38.5 26.4 40.5 29.5

Binge 
drinking1

29.3 17.9 33.5 23.7

Tobacco Ever 40.0 23.0 36.8 22.4

30 days 29.0 14.9 26.4 15.8

Cannabis Ever 20.2 7.0 17.9 7.6

30 days 13.7 5.5 13.1 6.5

Inhalants Ever 13.1 9.5 15.2 9.2

Mandrax Ever 7.6 4.8 9.2 5.7

Cocaine Ever 7.3 5.6 8.7 4.7

Heroin Ever 11.8 11.3 7.4 5.0

‘Club drugs’2 Ever 7.6 4.4 9.0 4.7

Over-the-counter3 Ever 16.4 14.8 12.8 11.3

1  Defined as drinking five or more drinks of alcohol within a few hours on one or more days in the past 
month

2 Including ecstasy, LSD, speed, magic mushrooms
3 Refers to use of over-the-counter or prescription drugs to get high



Youth and substances

235

Table 13.2: Alcohol use (%) by adolescents (15–19 years), 1998 and 2003 South Africa 
Demographic and Health Survey

BACKGROUND 
CHARACTERISTICS

EVER DRANK ALCOHOL DRANK IN LAST 12 
MONTHS

WEEKEND RISKY DRINKING  
(1998)/ HAZARDOUS AND  

HARMFUL USE (2003)1

1998 2003 1998 2003 1998 2003

Male Female Male Female Male Female Male Female Male Female Male Female

Age

15 12.4 8.2 22.8 14.5 - - 20.8 12.6 * * 3.2 40.1

16 21.1 10.2 24.7 18.0 - - 22.7 13.8 17.2 * 3.1 25.6

17 23.5 16.8 24.3 21.4 - - 17.0 17.2 29.8 * 8.9 37.6

18 28.6 18.9 36.3 14.4 - - 31.0 10.4 32.7 * 8.4 49.5

19 43.8 21.9 50.0 17.7 - - 45.1 14.8 22.2 * 16.1 32.8

Residence

Urban 28.8 21.2 38.8 23.3 - - 32.6 18.6 20.5 23.4 10.2 35.8

Non-urban 21.2 7.1 23.1 7.8 - - 20.5 6.0 32.2 * 7.0 40.9

Province

Western Cape 33.1 36.4 52.6 39.6 - - 45.8 37.4 * * 14.9 48.3

Eastern Cape 28.9 7.1 31.0 17.2 - - 27.7 9.7 * * 17.6 46.7

Northern Cape 28.4 18.1 33.2 41.3 - - 31.8 34.2 * * 41.9 25.9

Free State 20.0 11.3 24.3 17.2 - - 21.6 12.6 * * 0.0 41.0

KZN 21.7 8.7 16.1 7.4 - - 11.7 3.4 * * 17.3 51.2

North West 19.8 9.7 40.7 15.3 - - 37.1 15.3 * * 9.3 13.8

Gauteng 30.8 28.6 43.1 24.9 - - 37.8 22.2 28.6 18.2 0.0 23.8

Mpumalanga 30.3 10.6 24.4 1.1 - - 23.2 1.1 * * 16.0 0.0

Limpopo 17.6 6.5 26.6 8.8 - - 21.9 5.3 * * 9.9 33.3

Pop. Group

African 20.0 6.9 28.5 13.2 - - 24.3 9.8 21.4 * 9.2 31.4

Afr. urban 20.0 8.8 33.1 18.4 - - 27.7 13.6 12.7 * 10.7 31.4

Afr. non-urban 20.1 5.3 22.7 6.8 - - 20.0 5.1 31.0 * 6.6 31.3

Coloured 32.9 33.8 56.1 42.3 - - 50.1 37.8 * * 5.7 66.6

White 70.1 65.1 64.8 32.2 - - 64.8 32.2 21.7 25. 3 22.9 0.0

Indian/Asian 39.8 14.8 68.3 58.4 - - 63.1 50.1 * * 3.5 0.0

Total 25.3 15.0 31.9 17.2 - - 27.7 13.7 24.1 27.3 9.3 36.6

Notes
* Too few cases to report data.
- Not assessed.
1 ‘Weekend risky drinking’ among current drinkers in 1998 refers to consumption of five or more standard 
drinks per day for men, and three or more standard drinks per day for females over weekends. ‘Hazardous 
and harmful drinking over weekends’ refers to the consumption of four or more standard drinks per day for 
men (drinkers), and two or more standard drinks per day for women (drinkers) during weekends, over the 
seven days preceding the interview.
Source: Adapted from Department of Health (1998; 2003)
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the highest levels of alcohol use. In 1998, 70.1% of white males and 65.1% of white females 
reported having ever drunk alcohol, as compared with 20.0% for African males and 6.9% 
for African females. In the 2003 survey, rates of lifetime use had fallen for white males (64%) 
and white females (32.2%), but had increased for black males (28.5%) and black females 
(13.2%).

Table 13.3 shows the proportions of male and female adolescents who had ever used 
tobacco products, and were current daily smokers. As expected, the proportion of lifetime 
smokers in both years increased sequentially from age 15 to 19. In addition, there were 
slight increases in rates of lifetime smoking between 1998 and 2003. In 1998, 11.1% of 
males and 4.4% of females were current daily smokers as compared to 14.2% of males 
and 5.1% of females in 2003. For both time points there were higher prevalence rates for 
tobacco use among adolescents from urban as opposed to non-urban areas. As with alcohol 
use, both male and female adolescents from the Western Cape had among the highest rates 
of lifetime use and current daily smoking. Low prevalence rates were evident for Limpopo, 
Mpumalanga and North West provinces for both males and females. White males had the 
highest rates of lifetime tobacco use in 1998 and 2003 (ie, 42.8% and 68.5%, respectively). 
White females had the highest lifetime use rates in 1998 (47.6%), but in 2003 coloured 
females had the highest rates among females (47.6%). Coloured males were most likely to 
be current daily smokers in both 1998 (25.9%) and in 2003 (47.4%). White females had the 
highest rate of current daily smoking in 1998, and coloured females had the highest rates in 
2003. White females’ smoking seems to be declining, while that of coloured females seems 
to be on the increase.

From the various findings of the studies on adolescent substance use described here, it is 
evident that certain demographic factors are consistently associated with levels of substance 
use. Specifically, males and older adolescents tend to have the highest rates of alcohol and 
other drug use, while black females in particular seem to be least likely to use any substances. 
These observations concur with findings of other studies of adolescent substance use in 
South Africa (eg, Flisher et al, 2003; Reddy et al, 2007).

Consequences
Substance use has both short- and long-term consequences for adolescents. The earlier 
an individual starts using drugs, the greater the risk of the development of substance use 
disorders, and other substance-related problems in later life (eg, Behrendt et al, 2009; York 
et al, 2004). The use of substances is directly and indirectly associated with mortality and 
morbidity among adolescents and youth. Death and disability (from overdoses) are the 
most severe consequences of the use and abuse of substances (Jernigan, 2001). However, 
social, psychological, physical and mental health problems are more common. We discuss 
problems within each of these areas in turn.

According to estimates of Tombourou and his colleagues (2007), using 2000 data, there 
were 3.6 million substance-related deaths among young people aged between 15 and 29 
years globally. Approximately 86% of these substance-related deaths were attributable to 
hazardous alcohol use. For young males and females in developing countries, hazardous 
alcohol use was estimated to cause 6.3% and 1.1% of deaths, respectively; illicit drug use 
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Table 13.3:  Tobacco use (%) by adolescents (15–19 years), 1998 and 2003 South African 
Demographic and Health Survey

BACKGROUND 
CHARACTERISTICS

EVER USED TOBACCO 
PRODUCTS

CURRENTLY SMOKING DAILY

1998 2003 1998 2003

Male Female Male Female Male Female Male Female

Age

15 6.3 5.4 7.0 7.9 2.8 1.6 1.0 5.2

16 15.0 5.4 12.3 9.1 8.9 2.7 8.2 3.3

17 17.0 7.8 18.1 12.4 10.3 2.8 13.1 6.6

18 21.8 12.9 28.2 4.7 17.0 8.5 23.7 3.6

19 25.0 15.3 32.2 18.3 17.4 6.9 22.7 7.0

Residence

Urban 20.4 13.4 22.6 13.9 12.9 6.3 17.5 7.7

Non-urban 12.7 3.9 16.0 4.5 9.1 2.1 9.3 0.9

Province

Western Cape 23.0 25.3 37.1 30.6 16.9 20.9 32.5 17.2

Eastern Cape 26.2 3.2 25.7 8.5 15.6 2.0 19.2 8.5

Northern Cape 28.7 18.7 26.4 29.8 23.0 10.0 21.3 15.2

Free State 9.5 8.7 21.2 12.2 4.3 1.2 12.7 2.1

KZN 8.5 2.9 17.0 6.0 4.0 1.0 14.8 2.3

North West 15.2 3.5 17.3 1.6 12.6 1.2 4.4 0.0

Gauteng 24.0 20.8 20.2 11.1 15.5 1.2 14.3 5.8

Mpumalanga 14.6 1.7 15.6 3.5 12.1 0.0 6.8 0.0

Limpopo 10.1 4.7 8.6 3.5 6.6 0.0 4.9 0.0

Population Group

African 12.6 2.3 15.8 5.8 8.3 0.4 10.6 1.6

African urban 13.5 3.3 16.8 7.7 8.5 0.7 12.9 2.3

African non-urban 11.8 1.6 14.6 3.2 8.1 0.2 7.7 0.6

Coloured 28.8 27.2 48.8 47.6 25.9 16.9 47.4 34.2

White 42.8 47.6 68.5 15.6 19.0 27.3 36.3 10.3

Indian 36.0 15.3 55.2 24.4 21.5 2.4 35.0 15.3

Total 16.8 9.2 19.9 10.2 11.1 4.4 14.2 5.1

Source: Adapted from Department of Health (1998; 2003)



Substance use and abuse in South Africa

238

was estimated to contribute to 1.1% and 0.2% of all deaths, respectively; and, alcohol and 
illicit drug use combined were estimated to cause 7.4% and 1.3% of deaths, respectively.

Substance use plays a role in intentional and unintentional injuries, which are 
among the leading causes of death among young people globally and in South Africa: 
for example, road traffic accidents, self-inflicted injuries and violence (Donson, 2008; 
Patton et al, 2009). An investigation of 304 adolescent deaths in Johannesburg between 
2001 and 2005 found that about 40% of homicide victims on whom BAC tests had been 
conducted were alcohol-positive (Swart, Seedat & Vellema, unpublished). Another study, 
of victims of non-natural deaths who were under 18 years, revealed positive blood-alcohol 
concentrations among 1.3% and 9.1% of cases examined in 1999 and 2000, respectively 
(Sukhai, 2002).

The role of substance use in injury is evident from studies among patients in trauma units. 
Parry et al (2004b) reported on the proportion of adolescent patients aged below 20 years 
in trauma units at state hospitals in Durban and Cape Town who tested positive for various 
drugs. Table 13.4 shows the proportions of those who tested positive for alcohol, cannabis, 
methaqualone, opiates and cocaine at the time of their admission. In Cape Town, the patients 
were most likely to test positive for alcohol, followed by cannabis and methaqualone. Just 
under one-third of patients had positive blood-alcohol levels. The Durban adolescents 
were more likely than those from Cape Town to have cannabis and methaqualone in their 
systems. In various cross-sectional studies conducted in South Africa, violence victimisation 
has been found to be associated with the use of psychoactive substances, such as alcohol in 
the case of sexual assault (King et al, 2004) and alcohol and other drugs in the case of more 
general forms of victimisation (eg, Morojele & Brook, 2006).

Alcohol and other drug use are also linked to crime among young people (Parry et al, 
2004c). In their study of arrestees in holding cells, Parry et al found that young arrestees 
were more likely than their adult counterparts to test positive for the use of various illicit 
drugs.

A growing body of local and international literature suggests that alcohol and other drug 
use are associated with sexual risk behaviour among adolescents and youth. Studies in South 
Africa have indicated that adolescent alcohol and other drug users are more likely than non-
users to be sexually active, and to have multiple sexual partners (Plüddemann et al, 2008; 
Mpofu et al, 2006; Taylor et al, 2003). However, the relationship with unprotected sex is 
less clear (Flisher & Chalton, 2001; Palen et al, 2006; Hendrikesen et al, 2007). Substance 
use is also associated with unplanned pregnancies among female adolescents (eg, Vundule 
et al, 2001).

Adolescents who use substances are more likely than their non-using counterparts to 
have current as well as long-term medical conditions, with this association being somewhat 
dependent on the type of drug used (eg, Kertesz et al, 2007; Mertens et al, 2007). In their 
study among adolescent patients in chemical dependency treatment clinics, Mertens et 
al found that adolescent substance use was associated with conditions including asthma, 
benign conditions of the uterus, injury and poisoning, sexually transmitted diseases 
(STDs), abdominal pain, sleep disorders and sinusitis (Mertens et al, 2007). Kertesz et al 
demonstrated a decline in the health status of a community-based sample of youth and 
young adult illicit drug users who were followed up over 15 years. There is also a growing 
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Table 13.4:  Percentage of trauma unit patients (under 20 years) in Durban and Cape Town who 
tested positive for various drugs (1999–2001)

TYPE OF DRUG DURBAN % CAPE TOWN %

Alcohol 28.9 31.8

Cannabis 44.4 26.9

Methaqualone 28.6 15.4

Opiate 6.3 11.5

Cocaine 3.2 1.9

Source: Parry et al (2004b)

literature demonstrating the negative effects of substance use on brain development during 
adolescence (eg, White, 2003).

Substance use is commonly associated with other mental disorders (Degenhardt & Hall, 
2006; Yen & Chong, 2006; Russell et al, 2008; Saban & Flisher, 2010). These associations 
are complex, and vary depending on factors such as the type of drug involved, the type of 
mental disorder, gender and developmental stage (Saban & Flisher, 2010; WHO, 2004). 
These authors note that substance use disorders may be a precursor to, or follow-on from 
the onset of other mental disorders, often resulting in a cyclical relationship between each 
disorder. Substance use and mental disorders may also co-occur (concurrently) due to a 
common underlying cause. When substance use disorders precede mental disorders, this 
may be due to a number of mechanisms. For example, substance use may give rise to, or 
‘induce’, mental disorders, or it may exacerbate the course or severity of a pre-existing 
psychiatric disorder (Saban & Flisher, 2010).

Risk and protective factors
It is well recognised that substance use is associated with many interrelated risk and 
protective factors within various domains (NIDA, 1997; Pretorius et al, 1999; Parry et al, 
2004c; Ostrowsky & Messner, 2005). ‘Factors associated with greater potential for drug 
abuse are called “risk” factors’ (NIDA, 1997:6). Protective factors are ‘hypothesized to 
mediate or moderate the effects of risk exposure’ (Catalano et al, 1996:431). As depicted 
in Table 13.5, risk and protective factors exist in a variety of domains, ranging from the 
individual to the environment. Because of the scope of this chapter, we will discuss only 
the main groups of factors. The following sections describe risk and protective factors for 
adolescent substance use within the following domains: individual, family, peers, school 
and community.

Individual
There are great individual differences in adolescents’ vulnerability to substance use, abuse 
and substance use disorders (Jones, 2005; Eisenberg, 2005). Research studies have shown 
that certain personality characteristics are associated with substance abuse (Swendsen et al, 
2002; Elkins et al, 2004). These characteristics include feelings of alienation, aggression, 
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Table 13.5: Risk and protective factors

DOMAIN RISK FACTORS PROTECTIVE FACTORS

Individual Early aggressive behaviour; poor 
social coping skills; low self-
esteem; rebelliousness; impulsive 
behaviour; antisocial behaviour; 
mental health problems; weak 
religious beliefs; stress reactions; 
feelings of rejection and failure; 
ego identity discomfort; high social 
and personal marginalism 

Impulse control; good social 
coping skills; high self-esteem; 
compliance; cautious behaviour; 
pro-social behaviour; conformity; 
good mental health; strong 
religious beliefs; good coping 
skills; feelings of acceptance; 
feelings of achievement; ego 
identity acceptance

Family Lack of parental supervision; 
ineffective parenting; parental 
neglect; lack of attachment; 
chaotic home environment; 
parental estrangement; weak 
family structure; low family 
connectedness; high familial stress; 
family members’ substance use

Parental monitoring; disciplined 
parenting; parental support; mutual 
attachment; nurturing home 
environment; parental involvement; 
strong family structure; high family 
connectedness; low familial stress; 
family member non-substance use

Peer Substance abuse; affiliation with 
deviant peers; learning difficulties; 
peer rejection; norms and values 
different from mainstream society; 
general tolerance of drug abuse

No substance abuse; affiliation 
with non-substance-using 
peers; academic competence; 
peer acceptance; norms and 
values similar to those held by 
mainstream society; acceptance 
of conventional norms regarding 
substance abuse

School Drug availability; lack of sense 
of belonging; absenteeism; low 
educational opportunities; low 
educational or career goals

Anti-drug-use policies; sense of 
belonging; regular attendance; 
high educational opportunities; 
educational and career goals

Community Poverty; availability; weak 
community attachments; lack of 
social support; limited involvement 
in community activities; low 
commitment; residential instability

Economically stable; strong 
community attachments; 
social support; involvement 
in community activities; high 
commitment; residential stability; 
low availability of drugs

Source: Adapted from National Institute on Drug Abuse (1997)

low levels of constraint and high stress reactions (Swendsen et al, 2002; Elkins et al, 2004). 
Other individual factors associated with adolescent substance use include rebelliousness, 
antisocial behaviour, tolerance of delinquent behaviour and impulsivity. In addition, 
individuals who have experienced marginalisation (for example, rejection and failure) and 
have negative feelings of self-worth often turn to drugs or alcohol in an attempt to assuage 
these emotions. While this use of drugs serves as a coping mechanism which results in 
temporary gratification, it generally averts the development of healthy coping mechanisms 
(Brook et al, 2005). Personal marginalisation can be the result of early life experiences, 
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which ‘can sever individuals from norms or what is socially acceptable in their worlds’ 
(Anderson, 1998:244).

As indicated in the previous section, mental disorders are strongly and in many cases 
bi-directionally, associated with substance use, abuse and substance use disorders among 
adolescents. In a recent review on comorbidity between substance use and mental disorders, 
anxiety, conduct and mood disorders were the disorders that were most frequently involved 
in studies where mental disorders were found to precede (and sometimes also come after) 
substance use disorders (Saban & Flisher, 2010). It is proposed that where substance use 
disorders precede mental disorders, substances are often used specifically to cope with the 
emotional and other problems arising from the mental disorder (Saban & Flisher, 2010).

Genetic factors have also been shown to be associated with substance use among 
adolescents (see Thatcher & Clark, 2008). According to Eisenberg (2005:3), ‘Genes set the 
boundaries of the possible; environments parse out the actual.’ Nature and nurture have a 
reciprocal relationship and the interaction between genetic and environmental influences is 
extremely complex. However, research indicates that the family environment plays such a 
profound role that when a child is brought up in destitute conditions the positive effects of 
genetic inheritance are often reduced (Jones, 2005; Eisenberg, 2005).

The main individual-level protective factors for drug use include high impulse control, 
good coping skills, good mental health and strong religious beliefs. Studies in South Africa 
have shown that regular attendance at religious services protects against substance use. Such 
behaviour seems to provide an element of social control, which serves as a strong protective 
factor against adolescent substance abuse and other deviant behaviour (Madu & Matla, 
2003; Parry et al, 2004a).

Family
The individual cannot but be influenced by the environment in which he/she is raised, and 
various parental and familial factors have a protective or risk effect on adolescent substance 
abuse. Family risk factors for various forms of deviant behaviour include parental and 
sibling substance use, poverty, low educational levels, poor parenting practices, family stress 
and weak family structure (Jones, 2005; Anderson, 1998; Brook et al, 2006; NIDA, 1997). 
In families where drinking is normative, many adolescents model this behaviour. This 
modelling is further increased if alcohol consumption is also an accepted practice among 
their community and peer group (Onya, 2005; Parry et al, 2004a). Social learning theory 
(Bandura, 1977) maintains that individuals learn from observing, imitating or modelling the 
practices of others, and deviant or delinquent behaviour is learned in much the same way as 
pro-social behaviours. Drug-using behaviour is learned in interaction with others, and the 
lifestyle of peers, parents or other role models is often imitated (Anderson, 1998).

Family conflict is another risk factor for drug use. Madu and Matla (2003) found that 
adolescents who lived with families that had high levels of family conflict and a lack of 
emphasis on moral and religious values were more likely to engage in drug use behaviour. 
However, while problematic family relationships contribute to substance abuse among 
young people, a number of protective factors have also been identified. These include 
parental support, encouragement and acceptance (Pretorius et al, 1999). A sound family 
structure is a protective factor that provides essential support. Parents who monitor their 
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child closely and offer love and support are less likely to have children who engage in risky 
behaviour (Gibbons et al, 2004; Pretorius et al, 1999; Parry et al, 2004a). Parents who 
monitor their children’s activities and stress the importance of academic achievement tend 
to have children who associate with conventional peer groups and avoid peer groups who 
are associated with a drug subculture (Gibbons et al, 2004).

Peers
Certain peer risk and protective factors are also associated with drug use. Peers play a 
major role in behaviour and the development of personality in adolescence (Brown, 2004; 
Engerman et al, 2006). Generally, adolescents have a strong need for group acceptance, 
support and belonging. The influence of the peer group is such that the individual often 
adopts the values and norms of the desired group and adapts his/her behaviour to conform to 
the group’s behaviour. Adolescents seek approval and admiration by participating in group-
approved behaviours, including substance use (Anderson, 1998; Steinberg & Monahan, 
2007; Engerman et al, 2006). The peer groups with which young people associate may 
directly encourage drug use by reacting favourably to it (Krohn et al, 1996; Nkowane et al, 
2004; Brook et al, 2005; Brook et al, 2006). However, while affiliation with peer groups 
may encourage deviant behaviour, affiliation with non-deviant peer groups may serve a 
protective role by providing a sense of acceptance and encouraging the adoption of norms 
and values which discourage delinquent, risky or substance use behaviours (Gardner & 
Steinberg, 2005). Interaction with peers who are learning-oriented, in particular, tends to 
provide adolescents with the prospect of forming positive peer models who will encourage 
the adoption of positive goals, such as academic achievement (Engerman et al, 2006).

School
Many factors within the school environment influence adolescents’ use of drugs. They 
also influence their relationships with their peers, families and community (Flisher et al, 
2003). Heavy drinking by adolescents has been found to be significantly associated with 
academic failure, absenteeism and risky sexual behaviour (Flisher et al, 2010). The majority 
of adolescents in South Africa complete primary school education. However, the challenge 
of remaining in school is often daunting among adolescents in poor communities, and 
many do not complete their education (Rutenberg et al, 2001). Various school factors are 
also protective factors against drug use. For example, when an adolescent feels a sense 
of connectedness and belonging to his/her school he/she is less likely to engage in risk-
taking behaviour, such as substance use, and is more likely to develop a positive attitude to 
learning (Rutenberg et al, 2001).

Community
Various characteristics of communities serve as risk or protective factors for substance use 
among adolescents. Communities that offer formal activities such as sports clubs, study 
groups, church groups and youth groups provide important structures that enable young 
people to socialise in a healthy environment. This encourages community connectedness 
and social cohesion, which reduces the possibility of antisocial behaviour, including 
substance use (Rutenberg et al, 2001). Easy access to drugs (or high availability) at the 
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community level is a strong predictor of drug use. Parry et al (2004a) found that exposure 
to community drunkenness was a key predictor of public drunkenness. In addition, a high 
risk factor for drug use is the impoverished environment within which many adolescents 
live. In environments of pervasive poverty, many substance-abusing adolescents do not 
have a strong social support system, have few educational and employment opportunities, 
and generally experience limited parental guardianship (Nkowane et al, 2004; Flisher et 
al, 2010). Overall, individuals who are marginalised socially (that is, in a disadvantaged 
economic, social or cultural situation relative to mainstream society, major groups and/or 
other entities around them) are at greater risk of resorting to substance abuse to cope with 
their problems (Anderson, 1998).

Intervention approaches for addressing substance abuse  
among young people
Partly reflecting the multidisciplinary groups involved in the field of substance use, 
interventions to address substance use problems tend to be classified in varied ways (Ritter 
& McDonald, 2008). For example, some commentators distinguish between programmes 
focusing on the individual versus those focusing on the environment. Other schemes 
distinguish between total abstinence and harm reduction approaches, ie, approaches which 
seek to bring about total abstinence versus those focusing on reducing problems associated 
with substance use (and, possibly, levels of use as well). The traditional public health 
approach to prevention – very popular in the substance use field – distinguished between 
primary, secondary and tertiary prevention (Commission on Chronic Illness, 1957). 
This scheme refers to approaches that seek to prevent initiation of use/abuse, reduce use 
among those already involved, and treat substance use disorders, respectively. Despite the 
popularity of the latter approach, however, the Institute of Medicine (IOM, 1994) indicated 
a need for a better way of classifying interventions for mental disorders. It proposed the 
mental health intervention spectrum, according to which ‘preventive interventions’ are 
categorised separately from ‘treatment’ (therapeutic activities delivered to those who have 
the disorder in question) and ‘maintenance’ (interventions for illnesses that are ongoing, and 
adherence with long-term treatment and after-care services). Preventive interventions are 
then categorised into universal, selective and indicated approaches, which are distinguished 
on the basis of the target population for which the intervention is intended. In other words, 
universal, selective and indicated approaches are all forms of primary prevention in that 
they apply ‘only to those interventions that occur before the initial onset of a disorder’ (IOM, 
1994:23). However, other commentators, such as Meili (2004; cited in EMCDDA, 2009), 
consider primary prevention to be akin to universal prevention, secondary prevention to be 
akin to either universal or selective prevention, and tertiary prevention to be akin to either 
selective or indicated prevention.

Universal prevention approaches
Universal prevention approaches are those that focus on whole populations. Universal 
programmes may take the form of education and persuasion strategies, regulatory strategies 
and harm reduction strategies. Universal prevention programmes for young people are 
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most likely to be implemented in community and school settings. Schools are the most 
common setting for such programmes since the majority of young people have access to 
schools. The Life Orientation curriculum in schools is one example of a universal approach 
since all school-going children are exposed to it. Chapter 14 in this volume discusses the 
effectiveness of three school-based prevention interventions in South Africa.

One group of universal interventions shown to have some success consists of regulatory 
(supply and demand reduction) interventions (Tombourou et al, 2007). These approaches 
make use of policy and legislative activities, coupled with enforcement of policies, mainly 
to bring about changes in environments. The most successful regulatory interventions have 
been shown to reduce both alcohol use and alcohol-related injuries, such as traffic collisions 
due to drunk-driving and alcohol-related violence. Alcohol prevention strategies for young 
people in particular include reducing the density of alcohol outlets and the opening times 
of alcohol-serving establishments in order to reduce availability (a common risk factor for 
alcohol use among adolescents); increasing prices through taxation; setting a minimum 
age for the purchase of alcoholic beverages (it is noteworthy that reductions in alcohol-
related problems accompanied increasing the minimum age to 21 years in the United 
States); regulating the drinking context (although theoretically this approach should not 
apply to adolescents if they are prohibited from being in drinking settings in the first place); 
restrictions on alcohol marketing; and drink-driving counter-measures (Tombourou et al, 
2007; WHO, 2007).

Education and persuasion approaches are very popular interventions, but have had 
varied degrees of success (WHO, 2007). The aim of such ‘demand reduction’ interventions 
is to educate and persuade people in order to reduce their demand for the use of alcohol 
and/or other drugs. The most successful education and persuasion approaches are 
media advocacy approaches, community mobilisation activities and some school-based 
interventions that have community and/or family components (Babor et al, 2003; Foxcroft 
et al, 2003). Less promising approaches, on the other hand, are education programmes 
in classroom settings, information campaigns, and the use of warning labels on alcohol 
beverage containers (Babor et al, 2003; Foxcroft et al, 2003). Counter-advertising strategies 
tend not to be effective, despite the impact of advertisement and marketing programmes 
on the alcohol use behaviours of young people (Smith & Foxcroft, 2009). The provision of 
information alone is not particularly effective in changing people’s behavioural choices in 
the face of other powerful information sources and influences, such as community norms 
and messages emanating from the alcohol industry. Information sometimes brings about 
positive knowledge and attitudinal changes, but these changes do not necessarily translate 
into behaviour change (WHO, 2007; Babor et al, 2003).

Harm reduction strategies which take the form of universal prevention programmes are 
relatively rare, but the few that exist include the reversal of social norms programmes and 
expectancy challenge programmes (Neighbours et al, 2006). Reversal of norms programmes 
are most common among university students, and a Cochrane systematic review has 
shown some positive findings, particularly for interventions involving the provision of 
web/computer-based feedback (Moreira, Smith & Foxcroft, 2009). On the other hand, 
expectancy challenge programmes are relatively new, and their effectiveness is yet to be 
demonstrated systematically or to be replicated (Neighbours et al, 2006).
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Selective intervention approaches
Selective approaches focus on individuals and/or subgroups which have a higher than average 
risk of developing substance use disorders. Consequently, they target populations, communities 
and groups deemed to be at higher risk of engaging in drug use. Examples of communities that 
may be targeted by selective prevention programmes include disadvantaged communities in 
which levels of drug use, exposure to drug use and availability are high, and law enforcement 
activity is lacking. Street children and ‘delinquent gang’ members are types of target groups 
to which such intervention approaches are most applicable. Programmes of this nature may 
be implemented in school, community and family settings, and, more specifically, they may 
be delivered in correctional facilities, shelters for street children and other services providing 
programmes for marginalised youth.

Some selective programmes use harm reduction strategies. For example, certain school-
based interventions can be delivered to high-risk drinkers with a view to preventing/reducing 
drunk-driving and encouraging less harmful drinking styles (eg, McBride, 2005).

Indicated prevention approaches
Indicated approaches are focused on individuals who have been determined to be at risk 
for the development of a condition, illness or disorder in question, usually by means of 
screening activities. Such programmes may focus on those who may not have initiated use 
but are at high risk of doing so; who are manifesting early signs of a disorder; or who are 
assessed to have a high risk of doing so in the future. Often these approaches comprise 
early intervention activities and seek specifically to curb the progression of the drug use 
(IOM, 1994; EMCDDA, 2009). The types of intervention activities include motivational 
interventions, family-centred interventions and interventions with youth exhibiting 
‘delinquent or disruptive’ behaviours (EMCDDA, 2009). Those who enter such programmes 
may do so voluntarily, be identified in emergency rooms/trauma centres, or they may be 
referred.

One harm reduction intervention that can be applied (and shown to be effective) as an 
indicated intervention involves needle or syringe exchange programmes. Such programmes 
are implemented to reduce transmission of HIV (and other viruses) among injection drug 
users (Tombourou et al, 2007). It is notable, however, that this approach may also be 
applicable to those injection drug users who have a substance use disorder, in which case 
the label ‘indicated’ to describe the programme would no longer apply.

In conclusion, there has been some research, albeit most of it from North America, 
Europe and Australia, from which we are able to see what is likely to work and what is 
not likely to work with regard to addressing substance use problems among young people. 
Specifically, regulatory interventions involving environmental or population approaches 
seem to be among the most effective and commonly replicated strategies. Other strategies 
that are effective are harm reduction and brief intervention strategies. Many communication 
and persuasion approaches are most effective in changing attitudes and knowledge regarding 
substances, but in general they are not so effective in changing behaviour. It is particularly 
noteworthy that there is a relative paucity of efficacy and effectiveness studies of prevention 
policies and programmes for South Africa, other middle-income countries and developing 
countries in general. However, a WHO expert committee concluded that many of the 
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findings of the studies can be translated to other settings, since many of the interventions 
are based on ‘theories of action’ (WHO, 2007:39) that have applicability across societies. On 
the other hand, effective interventions need to be adapted to the local settings in which they 
are implemented. The choice of which ‘effective’ intervention to import should be based 
on ‘best practice’ considerations, as well as on local needs, conditions, the nature, extent, 
patterns and types of substances used in the target community, the presence of competing 
influences (for example, from the alcohol industry) and social norms regarding substance 
use behaviours in the community in general and among young people in particular.

Adolescent substance abuse treatment services in South Africa
Despite the fact that at least a third of all clients treated within South African substance 
abuse treatment services are younger than 20 years (Plüddemann et al, 2009), treatment 
services for adults and adolescents remain largely undifferentiated. Adolescent-specific 
treatment programmes are a relatively new addition to the South African substance abuse 
treatment system, and remain limited. In the Western Cape province, which compared 
to the other provinces arguably has the highest level of problematic substance use among 
young people, there are only three registered adolescent-specific treatment programmes 
(together providing treatment slots for approximately 40 young people). Compared to the 
Western Cape, the other provinces have fewer adolescent-specific treatment services, with 
only one adolescent-specific programme present in KwaZulu-Natal and the central and 
northern regions of the country (comprising the Free State, Northern Cape, North West 
and Limpopo provinces), and none present in the Eastern Cape.

In addition, findings from recent audits of substance abuse treatment services in seven 
of the nine provinces reveal that more than half of the services surveyed treat adolescents 
alongside adults (Fakier & Myers, 2008; Myers & Fakier, 2007). Even where adolescent-
specific treatment services do exist, these tend to be modelled on adult-oriented programmes 
(Fakier & Myers, 2008; Louw, 2004). This is cause for concern, given strong evidence 
that substance abuse treatment programmes designed for adults are not effective with, or 
appropriate for, adolescents. Firstly, adolescents who receive services alongside adults may 
be negatively influenced by adults with more chronic and severe substance use and other 
behavioural disorders. Secondly, adolescents have developmental and treatment needs 
that differ from adults (Deas et al, 2008). For instance, adolescents’ reasoning, planning, 
judgment and decision-making abilities differ in key ways from adults who are cognitively 
more mature (Deas et al, 2008). Specifically, adults are more competent decision-makers 
than adolescents, and are more likely to seek advice and consider the pros and cons of each 
decision than adolescents (Halpern-Felsher & Cauffman, 2001). Moreover, adolescents 
process data differently from adults, with conditioned preference and aversion data showing 
adolescents to be more sensitive than adults to the positive rewarding properties of various 
drugs and natural stimuli, while less sensitive to the aversive properties of these stimuli 
(Doremus-Fitzwater et al, 2010). These cognitive differences need to be taken into account 
to ensure that treatment services are developmentally appropriate for adolescents.

Although there have been recent efforts to increase the availability of adolescent-oriented 
substance abuse treatment services in South Africa, the quality of these services is variable 
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(Louw, 2004; Myers, Burnhams & Fakier, 2010). In South Africa, many adolescent treatment 
programmes do not conform to evidence-based practices and models of care, offering generic 
life skills or religion-oriented programmes and/or a drug-free environment that serves as a 
‘vacation’ from the adolescent’s normal social environment. These approaches, however, fail 
to address the adolescent’s core substance-related problems and to prevent a return to drug 
use post treatment (Fakier & Myers, 2008; Louw, 2004; Myers & Fakier, 2007), despite 
the fact that service providers can choose from a large number of evidence-based adolescent 
substance abuse treatment models that represent a variety of theoretical orientations, 
including family therapy, cognitive-behavioural treatment, behavioural therapy and 12-step 
approaches (Deas & Thomas, 2001).

Irrespective of their theoretical orientation, these evidence-based treatment approaches 
agree that treatment for adolescents should: (1) focus on achieving and maintaining 
abstinence; (2) address problems associated with substance use (such as psychiatric, 
family and academic difficulties); (3) be of sufficient duration and intensiveness; (4) be 
comprehensive and provide after-care or follow-up sessions; (5) be sensitive to cultural, 
racial and socio-economic factors; (6) include families; (7) promote pro-social activities 
and a drug-free lifestyle; and (8) be provided in the least-restrictive setting that is safe 
and effective. However, the extent to which these guiding principles are followed in South 
African treatment services is limited. South African research reveals that young people 
with substance use disorders are not being treated in an integrated, developmentally 
appropriate fashion. South African treatment services generally offer a restricted range of 
services and fail to address the psychiatric, family and educational problems, and sexual 
risk behaviours, that accompany adolescent substance use disorders (Myers, 2010; Myers & 
Fakier, 2009). For instance, most substance abuse services do not assess clients for mental 
health difficulties, and few treatment services offer integrated treatment for mental health 
and substance use disorders (Myers & Fakier, 2009). This failure to provide comprehensive 
treatment services is worrisome, as it has negative implications for treatment outcomes 
(Brannigan et al, 2004). Similarly, South African treatment services generally focus on the 
adolescent as the index patient, treating the adolescent in isolation from the family and 
other social networks (Fakier & Myers, 2008; Myers & Fakier, 2007). This is cause for 
concern, given that some of the most promising treatment models for adolescent substance 
use are family-based interventions with an ecological and developmental orientation. These 
include multidimensional family therapy (Liddle et al, 2001) and brief strategic family 
therapy (Santistiban et al, 2006).

These gaps in adolescent substance abuse treatment services highlight the need for 
ongoing efforts to improve service quality and effectiveness. Quality improvement efforts 
should concentrate on ensuring that adolescents with substance use disorders are provided 
with treatment services that are developmentally appropriate and based on sound clinical 
principles. Given the complexity of adolescent substance use disorders, efforts should 
focus on providing adolescents with a comprehensive menu of services that address the 
constellation of psychiatric, behavioural, family and academic problems that accompany 
substance use disorders. Such an integrated approach to substance abuse treatment will 
require strong partnerships and coordination between the social welfare, mental health, 
education and criminal justice systems.
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Conclusion – agenda for research
Although South Africa has a relatively large amount of research on adolescent and youth 
substance use and abuse compared with other developing countries, there is still a need for 
much more. More research is required to better understand the epidemiology of substance 
use (including the prevalence and incidence of use of different drugs, and the consequences 
and risk and protective factors associated with drug use) and identify potentially effective 
interventions for addressing problem use.

Epidemiological studies typically take the form of household and school-based surveys. 
While undoubtedly useful, they are not ideal for assessing the extent of illegal drug use in 
particular, and are limited in that they rely on self-reports of behaviour which may often 
involve under-reporting. Innovative approaches are needed to address these challenges. 
For example, what methods may be culturally appropriate for yielding valid data? More 
research into objective methods for assessing substance use among adolescents and youth 
is called for.

Given that substance use is ever changing, there is a need for regular updated surveys 
to be able to track the nature, extent and patterns of drug use over time. Such studies 
could complement SACENDU, which, in its current form, only provides information on 
trends in drug use among treatment populations. It would be useful for governmental and 
other agencies to provide regular and consistent funding to repeat household and/or school 
surveys, as is the case in other parts of the world. The timely release of the results of such 
studies will make it more possible for responses to be developed on the basis of current and 
relevant information.

Despite their importance, very few longitudinal studies on alcohol and/or other drug 
use among young people have been conducted in South Africa. Among them are studies 
by Flisher and colleagues (2010), Patrick et al (2009), the Birth-to-Twenty study of the 
Human Sciences Research Council and one very small study conducted in Cape Town 
by Morojele et al (2001). Longitudinal studies are useful for at least two main reasons. 
Firstly, they are able to prospectively assess the course of substance use over time. Recent 
studies based on longitudinal investigations with multiple follow-ups have uncovered the 
existence of different trajectories of substance use behaviours between adolescence and 
adulthood (eg, Tucker et al, 2005). These suggest that somewhat different approaches are 
needed to address substance use problems for different trajectory groups. Such research is 
needed in South Africa. Secondly, longitudinal studies are able to disentangle the direction 
of relationships between variables that are uncovered in cross-sectional studies. Many cross-
sectional studies have provided valuable information about psycho-social factors that are 
correlated with substance use, but they cannot indicate whether those factors precede and/
or succeed drug use behaviours.

Much more intervention or evaluation research is needed to determine potentially 
effective intervention responses to substance abuse problems. Despite the importance of 
addressing such problems by using evidence-based approaches, many untested prevention 
and treatment interventions are implemented in South Africa (Burnhams, Myers & Parry, 
2009).

Research on potentially effective universal, selected and indicated intervention 
strategies is also sorely needed. While much seems to have been learnt regarding regulatory 
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interventions, there is still a need for more studies to determine efficacious individual-level 
approaches, including school- and community-based interventions. The research seems 
to be particularly limited regarding the nature and effectiveness of selected and indicated 
prevention strategies.

Trauma units and other departments within the public health system are the places 
where first detection of substance use problems often occurs. Research is also needed to 
support the roll-out of early detection processes, screening of individuals with the potential 
for substance use problems, and referrals. Similar support should be available in school and 
other community settings.

The types of harm reduction strategies that may be useful to address local substance 
use-related problems are another important area of enquiry. Apart from needle exchange 
programmes (a prototype of harm reduction strategies) being well worth adopting, what 
other harm reduction strategies might be applicable specifically for South Africa’s adolescents 
and youth, and might they work?

Research into various aspects of treatment for adolescent and youth substance use 
disorders is also needed urgently. Specifically, more studies are needed to determine 
the effectiveness of different treatment modalities (eg, brief, in-patient, out-patient) and 
approaches for addressing substance use disorders. In addition, the appropriateness of self-
help programmes, such as those of the anonymous fellowships – Alcoholics Anonymous 
(AA), Narcotics Anonymous (NA) and Alateen for adolescents – is also worth investigating, 
particularly for people from resource-poor settings, for whom treatment access is limited. 
Also, an understanding of indigenous methods for addressing substance use problems may 
help to highlight potentially useful approaches. Adoption and implementation of unproven 
treatment approaches runs the risk of making no difference to, or even harming, recipients 
of such interventions.

In conclusion, a focus on substance use and abuse among adolescents and youth is 
crucial, given that first use and abuse of psychoactive substances often occurs and can 
become established for the long term during these developmental periods. Substances of 
various kinds have been used by members of different societies for many centuries, but are 
becoming increasingly used by young people. Unfortunately, psychoactive substance use 
is associated with many serious problems necessitating greater investment into research, 
evidence-based prevention efforts to reduce levels of use and/or problems, and treatment 
programmes for those in need.

References
American Psychiatric Association. (1994). Diagnostic and Statistical Manual of Mental 

Disorders. 4th edition. Washington, DC: American Psychiatric Association.
Anderson, T.L. (1998). A cultural-identity theory of drug abuse. Sociology of Crime, Law and 

Deviance, 1:233–62.
Babor, T., Caetano, R., Casswell, S., Edwards, G., Giesbrecht, N., Graham, K., Grube, J., 

Gruenwald, P., Hill, L., Holder, H., Homel, R., Österberg, E., Rehm, J., Room, R. & 
Rossow, I. (2003). Alcohol: No Ordinary Commodity. Oxford: Oxford University Press.

Bandura, A. (1977). Social Learning Theory. New York: General Learning Press.



Substance use and abuse in South Africa

250

Behrendt, S., Wittchen, H.-U., Höfler, M., Lieb, R. & Beesdo, K. (2009). Transitions from 
first substance use to substance use disorders in adolescence: Is early onset associated 
with a rapid escalation? Drug and Alcohol Dependence, 99(1–3):68–78.

Brannigan, R., Schackman, B.R., Falco, M. & Millman, B. (2004). The quality of highly 
regarded adolescent substance abuse treatment programs: results of an in-depth national 
survey. Archives of Paediatrics and Adolescent Medicine, 158(9):904–909.

Brook, J., Morojele, N., Pahl, K. & Brook, D. (2006). Predictors of drug use among South 
African adolescents. Journal of Adolescent Health, 38(1):26–34.

Brook, J.S., Morojele, N.K., Brook, D.W. & Rosen, Z, (2005). Predictors of cigarette use among 
South African adolescents. International Journal of Behavioural Medicine, 12(4):207–17.

Brown, B. (2004). Adolescents’ relationships with peers. In R. Lerner & L. Steinberg (eds), 
Handbook of Adolescent Psychology. 2nd edition. New York: Wiley; pp 363–94.

Burnhams, N., Myers, B. & Parry, C. (2009). To what extent do youth-focused prevention 
programmes reflect evidence-based practices? Findings from an audit of alcohol and 
other drug prevention programmes in Cape Town, South Africa. African Journal of Drug 
& Alcohol Studies, 8(1):1–8.

Catalano, R.F., Kosterman, R., Hawkins, J.D., Newcomb, M.D. & Abbott, R.D. (1996). 
Modeling the etiology of adolescent substance use: a test of the social development 
model. Journal of Drug Issues, 26(2):429–55.

Commission on Chronic Illness. (1957). Chronic Illness in the United States. Vol. 1. Cambridge, 
MA: Harvard University Press.

Deas, D., Gray, K. & Upadhyaya, H. (2008). Evidence-based treatments for adolescent 
substance use disorders. In R.G. Steele, T.D. Elkin & M.C. Roberts (eds). Handbook of 
Evidence-based Therapies for Children and Adolescents: Bridging Science and Practice. New 
York: Springer; pp 429–44.

Deas, D. & Thomas, S.E. (2001). An overview of controlled studies of adolescent substance 
abuse treatment. American Journal on Addiction, 10(2):178–89.

Degenhardt, L. & Hall, W. (2006). Is cannabis use a contributory cause of psychosis? 
Canadian Journal of Psychiatry, 51(9):556–65.

Department of Health. (1998). South African Demographic and Health Survey 1998. Available 
from: http://www.doh.gov.za/facts/1998/sadhs98/; accessed 11 August 2011.

Department of Health. (2003). South African Demographic and Health Survey 2003. Available 
from: http://www.doh.gov.za/facts/sadhs2003/main.html; accessed 11 August 2011.

Donson, H. (ed.) (2008). A Profile of Fatal Injuries in South Africa, 2003. 9th Annual Report of 
the National Injury Mortality Surveillance System. Parow: MRC-UNISA Crime, Violence 
and Injury Lead Programme.

Doremus-Fitzwater, T.L., Varlinskaya, E.I. & Spear, L.P. (2010). Motivational systems in 
adolescence: possible implications for age differences in substance abuse and other risk-
taking behaviors. Brain and Cognition, 72(1):114–23.

Elkins, I.J., McGue, M., Malone, S. & Iacono, W.G. (2004). The effect of parental alcohol 
and drug disorders on adolescent personality. American Journal of Psychiatry, 161(4): 
670–76.

Engerman, K., Bailey, U. & Oyemade, J. (2006). Family decision-making style, peer group 
affiliation and prior academic achievement of African American students. Journal of Negro 



Youth and substances

251

Education, Available from: http://findarticles.com/p/articles/mi_qa3626/is_200607/ai_
n17177851/; accessed 18 February 2010.

Eisenberg, L. (2005). Are genes destiny? Have adenine, cytosine, guanine and thymine 
replaced Lachesis, Clotho and Atropos as the weavers of our fate? World Psychiatry, 
4(1):1–8.

European Monitoring Centre for Drugs and Drug Addiction. (2008). Selected Issue – Drugs 
and Vulnerable Groups of Young People. Luxembourg: Office for Official Publications of the 
European Communities. Available from: http://www.emcdda.europa.eu/attachements.
cfm/att_64250_EN_EMCDDA_SI08_vulnerable-young.pdf; accessed 15 February 2010.

European Monitoring Centre for Drugs and Drug Addiction. (2009). Preventing Later 
Substance Use Disorders in At-Risk Children and Adolescents: A Review of the Theory and 
Evidence Base of Indicated Prevention. Luxembourg: Office for Official Publications of the 
European Communities. Available from: http://www.emcdda.europa.eu/publications/
thematic-papers/indicated-prevention; accessed 15 February 2010.

Fakier, N. & Myers, B. (2008). Audit of Substance Abuse Treatment Facilities in Free State, 
Limpopo, Mpumalanga, North West and Northern Cape (2007–2008). Parow: Medical 
Research Council.

Flisher, A.J. & Chalton, D.O. (2001). Adolescent contraceptive non-use and covariation 
among risk behaviors. Journal of Adolescent Health, 28(3):235–41.

Flisher, A.J., Mathews, C., Mukoma, W., Ahmed, N. & Lombard, C.F. (2006). Secular 
trends in risk behaviour of Cape Town Grade 8 students. South African Medical Journal, 
96(9):982–87.

Flisher, A.J., Parry, C.D.H., Evans, J., Muller, M. & Lombard, C. (2003). Substance use 
by adolescents in Cape Town: prevalence and correlates. Journal of Adolescent Health, 
32(1):58–65.

Flisher A.J., Townsend, L., Chikobvu, P., Lombard, C. & King, G. (2010). Substance use and 
psychosocial predictors of high school dropout in Cape Town, South Africa. Journal of 
Research on Adolescence, 20(1):237–55.

Foxcroft, D.R., Ireland, D., Lister-Sharp, D.J., Lowe, G. & Breen, R. (2002). Primary 
prevention for alcohol misuse among young people. Cochrane Database Syst. Rev.:, 
Issue 3, Art No. CD003024. DOI: 10.1002/14651858.CD003024. (This version first 
published online: 22 July 2002 in Issue 3, 2002.)

Fulkerson, J.A., Harrison, P.A. & Beebe, T.J. (1999). DSM-IV substance abuse and 
dependence: are there really two dimensions of substance use disorders in adolescents? 
Addiction, 94(4):495–506.

Gardner, M. & Steinberg, L. (2005). Peer influence on risk taking, risk preference, and risky 
decision making in adolescence and adulthood: an experimental study. Developmental 
Psychology, 41(4):625–35.

Gibbons, F.X., Gerrard, M., Cleveland, M.J., Wills, T.A., Brody, G. (2004). Perceived 
discrimination and substance use in African American parents and their children: a 
panel study. Journal of Personality and Social Psychology, 86(4):517–29.

Halpern-Felsher, B. & Cauffman, E. (2001). Costs and benefits of a decision: Decisionmaking 
competence in adolescents and adults. Journal of Applied Developmental Psychology, 
22(3):257–73.



Substance use and abuse in South Africa

252

Hendriksen, E.S., Pettifor, A., Lee, S.-J., Coates, T.J. & Rees, H.V. (2007). Predictors of condom 
use among young adults in South Africa: the Reproductive Health and HIV Research 
Unit National Youth Survey. American Journal of Public Health, 97(7):1241–48.

Institute of Medicine. (1994). Reducing risks for Mental Disorders: Frontiers for Preventive 
Intervention Research. Washington, DC: National Academy Press. Available from: http://
www.nap.edu/catalog/2139.html; accessed 11 August 2011.

Jernigan, D.H. (2001). Global Status Report: Alcohol and Young Poeple. Geneva: World Health 
Organization.

Jones, C.M. (2005). Genetic and Environmental Influences on Criminal Behaviour. Available 
from: http://www.personalityresearch.org/papers/jones.html; accessed 30 December 
2009.

Kertsesz, S.G., Pletcher, M.J., Safford, M., Halanych, J., Kirk, K., Schumacher, J., Sidney, S. 
& Kiefe, C.I. (2007). Illicit drug use in young adults and subsequent decline in general 
health: the Coronary Artery Risk Development in Young Adults (CARDIA) study. Drug 
and Alcohol Dependence, 88(2–3):224–33.

King, G., Flisher, A.J., Noubary, F., Reece, R., Marais, A. & Lombard, C. (2004). Substance 
abuse and behavioral correlates of sexual assault among South African adolescents. Child 
Abuse and Neglect, 28(6):683–96.

Kleintjies, S, Flisher, A.J., Fick, M., Railoun, A., Lund, C., Molteno, C. & Robertson, B. 
(2006). The prevalence of mental disorders among children, adolescents and adults in 
the Western Cape, South Africa. South African Psychiatry Review, 9(3):157–60.

Krohn, M.D., Lizotte, A.J., Thornberry, T.P., Smith, C. & McDowall, D. (1996). Reciprocal 
causal relationships among drug use, peers, and beliefs: a five-wave panel model. Journal 
of Drug Issues, 26(2):405–28.

Liddle, H.A., Dakof, G.A., Parker, K., Diamond, G.S., Barrett, K. & Tejeda, M. (2001). 
Multidimensional family therapy for adolescent drug abuse: results of a randomized 
clinical trial. The American Journal of Drug and Alcohol Abuse, 27(4):651–88.

Louw, S. (2004). Opvoedkundig-sielkundige Criteria vir die Evaluering van Rehabilitasie-
prograamme vir Dwelafhanklike Adolessente in Suid-Afrika. Unpublished doctoral 
thesis. Johannesburg: Rand Afrikaans University.

Madu, S.N. & Matla, M.P. (2003). Correlations for perceived family environment factors with 
substance use among adolescents in South Africa. Psychological Reports, 92(2):403–15.

Martin, C.S. & Winters, K.C. (1998). Diagnosis and assessment of alcohol use disorders 
among adolescents. Alcohol Health and Research World, 22(2):95–105.

McBride, N. (2005). The evidence base for school drug education interventions. In 
T. Stockwell, P.J. Gruenwald, J.W. Toumbourou & W. Loxley (eds). Preventing 
Harmful Substance Use: The Evidence Base for Policy and Practice. Chichester: Wiley; 
pp 101–12.

Mertens, J.R., Flisher, A.J., Fleming, M.F. & Weisner, C.M. (2007). Medical conditions of 
adolescents in alcohol and drug treatment: comparison with matched controls. Journal 
of Adolescent Health, 40(2):173–79.

Moreira, M.T., Smith, L.A. & Foxcroft, D. (2009). Social norms interventions to reduce 
alcohol misuse in University or College students. Cochrane Database Syst. Rev.: Issue 3. 
Art. No. CD006748. DOI: 10.1002/14651858.CD006748.pub2.



Youth and substances

253

Morojele, N.K. & Brook, J.S. (2006). Substance use and multiple victimisation among 
adolescents in South Africa. Addictive Behaviours, 31(7):1163–76.

Morojele, N.K., Parry, C., Ziervogel, C. & Robertson, B. (2001). Adolescent alcohol misuse: 
correlates and implications. African Journal of Drug & Alcohol Studies, 1(2):110–24.

Mpofu, E., Flisher, A.J., Bility, K., Onya, H. & Lombard, C. (2006). Sexual partners in a rural 
South African setting. AIDS Behavior, 10(4):399–404.

Myers, B. (2010). Limited access to HIV risk reduction services in South African substance 
abuse treatment services. Drugs: Education, Prevention & Policy, 17(6):749–61.

Myers, B., Burnhams N.H. & Fakier, N. (2010). Monitoring and evaluation of substance 
abuse services in South Africa: implications for policy and practice. International Journal 
of Mental Health and Addiction, 8(4):557–65.

Myers, B. & Fakier, N. (2007). Audit of Substance Abuse Treatment Facilities in KwaZulu-Natal 
and Gauteng, 2007. Technical Report. Cape Town: Medical Research Council.

Myers, B. & Fakier, N. 2009. Provision of mental health services in South African 
substance abuse treatment facilities. International Journal of Mental Health and Addiction, 
7(3):441–49.

Myers, B., Siegfried, N. & Parry, C.D.H. (2003). Over-the-counter and prescription medicine 
misuse in Cape Town, South Africa. Findings from specialist treatment centres. South 
African Medical Journal, 93(5):367–70.

National Institute on Drug Abuse. (1997). Preventing Drug Use Among Children and 
Adolescents. A Research-Based Guide for Parents, Educators and Community Leaders. 2nd 
edition. National Institute of Health. Available from: http://www.drugabuse.gov/pdf/
prevention/RedBook.pdf; accessed 11 August 2011.

Neighbours, C., Larimer, M.E., Lostutter, T.W. & Woods, B.A. (2006). Harm reduction 
and individually focused alcohol prevention. International Journal of Drug Policy, 
17(4):304–309.

Nkowane, M.A., Rocha-Silva, L., Saxena, S. & Mbatia, J. (2004). Psychoactive substance 
use among young people: findings of a multi-center study in three African countries. 
Contemporary Drug Problems, 31:329–57.

Onya, E.H. (2005). A qualitative study of home-brewed alcohol use among adolescents 
in Mankweng District, Limpopo Province, South Africa. In N.S. Madu & S. Govender. 
Mental Health and Psychotherapy in Africa. Sovenga, South Africa: UL Press of the 
University of Limpopo; pp 291–307.

Ostrowsky, M.K. & Messner, S.F. (2005). Explaining crime for a young adult population: 
an application of general strain theory. Journal of Criminal Justice, 33(5):463–76.

Palen, L.A., Smith, E.A., Flisher, A.J., Caldwell, L.L. & Mpofu, E. (2006). Substance use and 
sexual risk behavior among South African eighth grade students. Journal of Adolescent 
Health, 39(5):761–63.

Parry, C.D.H., Morojele, N.K., Saban, A. & Flisher, A.J. (2004a). Brief report: social and 
neighbourhood correlates of adolescent drunkenness: a pilot study in Cape Town, South 
Africa. Journal of Adolescence, 27(3):369–74.

Parry, C.D.H., Myers, B., Morojele, N., Flisher, A.J., Bhana, A., Donson, H. & 
Plüddemann, A. (2004b). The South African Community Epidemiology Network on 
Drug Use (SACENDU) Project: monitoring trends in adolescent alcohol and other 



Substance use and abuse in South Africa

254

drug use in three sentinel sites in South Africa (1997–2000). Journal of Adolescence, 
27(4):429–40.

Parry, C.D.H., Plüddemann, A., Louw, A. & Leggett. T. (2004c). The 3-Metros Study of 
Drugs and Crime in South Africa: findings and policy implications. American Journal of 
Drug and Alcohol Abuse, 30(1):167–85.

Patton, G.C., Coffey, C., Sawyer, S.M., Viner, R.M., Haller, D.M., Bose, K., Vos, T, Ferguson, J. 
& Mathers, C.D. (2009). Global patterns of mortality in young people: a systematic 
analysis of population health data. Lancet, 374(9693):881–92.

Patrick, M.E., Collins, L., Smith, E., Caldwell, L., Flisher, A. & Wegner, L. (2009). A 
prospective longitudinal model of substance use onset among South African adolescents. 
Substance Use and Misuse, 44(5):647–62.

Plüddemann, A., Dada, S., Williams, Y., Bhana, A., Pereira, T., Carelsen, A., Kitleli, N., 
Gerber, W., Rosslee, C., Parry, C.D.H. & Fourie, D. (2009). Monitoring Alcohol and 
Drug Abuse Trends in South Africa. Proceedings of SACENDU Report-Back Meetings, May 
2009: July–December 2008 (Phase 25). Parow: Medical Research Council.

Plüddemann, A., Flisher, A.J., Mathews, C., Carney, T. & Lombard, C. (2008). Adolescent 
methamphetamine use and sexual risk behaviour in secondary school students in Cape 
Town, South Africa. Drug and Alcohol Review, 27(6):687–92.

Plüddemann, A., Flisher, A.J., McKetin, R., Parry, C. & Lombard, C. (2010). Methamphetamine 
use, aggressive behavior and other mental health issues among high school students in 
Cape Town, South Africa. Drug and Alcohol Dependence, 109(1–3):14–19.

Pretorius, J.W.M., Ferreira, G.V. & Edwards, D.N. (1999). Crisis phenomena among African 
adolescents. Adolescence, 34(133):139–47.

Reddy, S.P., James, S., Sewpaul, R., Koopman, F., Funani, N.I., Sifunda, S., Josie, J., 
Masuka, P., Kambaran, N.S. & Omardien, R.G. (2010). Umthente Uhlaba Usamila – 
The South African Youth Risk Behaviour Survey 2008. Cape Town: South African Medical 
Research Council.

Reddy, S.P., Panday, S., Swart, D., Jinabhai, C.C., Amosun, S.L., James, S., Monyeki, K.D., 
Stevens, G., Morojele, N., Kambaran, N.S., Omardien, R.G. & Van der Borne, H.W. 
(2003). Umthenthe Uhlaba Usamila – The South African Youth Risk Survey 2002. Cape 
Town: Medical Research Council.

Reddy, P., Resnicow, K., Omardien, R. & Kambaran, N. (2007). Prevalence and correlates 
of substance use among high school students in South Africa and the United States. 
American Journal of Public Health, 97(10):1859–64.

Ritter, A. & McDonald, D. (2008). Illicit drug policy: scoping the interventions and 
taxonomies. Drugs: Education, Prevention and Policy, 15(1):15–35.

Roberts, R.E., Roberts, C.R. & Xing, Y. (2007). Rates of DSM-IV psychiatric disorders among 
adolescents in a large metropolitan area. Journal of Psychiatric Research, 41(11):959–67.

Russell, K., Donna, M., Dryden, D.M., Liang, Y., Friesen, C., O’Gorman, K., Durec, T., 
Wild, T.C. & Klassen, T.P. (2008). Risk factors for methamphetamine use in youth: a 
systematic review. BMC Pediatrics, 8:48.

Rutenberg, N., Kehus-Alons, C., Brown, L., Macintyre, K., Dallimore, A. & Kaufman, C. 
(2001). Transitions to Adulthood in the Context of AIDS in South Africa: Report of Wave 1. 
Durban: University of Natal, School of Developmental Studies.



Youth and substances

255

Saban, A. & Flisher, A.J. (2010). The association between psychopathology and substance use 
in young people: a review of the literature. Journal of Psychoactive Drugs 42(1):37–47.

Santisteban, D.A., Suarez-Morales, L., Robbins, M.S. & Szapocznik, J. (2006). Brief strategic 
family therapy: lessons learned in efficacy research and challenges to blending research 
and practice. Family Process, 45(2):259–71.

Smith, L.A. & Foxcroft, D.R. (2009). The effect of alcohol advertising, marketing and 
portrayal on drinking behaviour in young people: systematic review of prospective 
cohort studies. BMC Public Health, 9:51.

Steinberg, L. & Monahan, K.C. (2007). Age differences in resistance to peer influence. 
Developmental Psychology, 43(6):1531–43.

Sukhai, A. (2002). Alcohol-related mortality Durban (1999–2000). Unpublished 
presentation. Available from: http://www.sahealthinfo.org/violence/durbanalcohol.pdf; 
accessed 11 August 2011.

Swart, L.-A., Seedat, M. & Vellema, J. (n.d.). Adolescent homicide victimisation in Johannesburg, 
South Africa. Institute for Social and Health Sciences, University of South Africa. Available 
from: http://www.mrc.ac.za/crime/adolescent.pdf; accessed 15 January 2010.

Swendsen, J.D., Conway, K.P., Rounsaville, B.J. & Merikangas, K.R. (2002). Are personality 
traits familial risk factors for substance use disorders? Results of a controlled family 
study. American Journal of Psychiatry, 159(10):1760–66.

Taylor, M., Dlamini, S.B., Kagoro, H., Jinabhai, C.C. & De Vries, H. (2003). Understanding 
high school students’ risk behaviors to help reduce the HIV/AIDS epidemic in KwaZulu-
Natal, South Africa. Journal of School Health, 73(3):97–100.

Thatcher, D.L. & Clark, D.B. (2008). Adolescents at risk for substance use disorders. Alcohol 
Research & Health, 31(2):168–76.

Toumbourou, J.W., Stockwell, T., Neighbors, C., Marlatt, G.A., Sturge, J. & Rehm, J. 
(2007). Interventions to reduce harm associated with adolescent substance use. Lancet, 
369(9570):1391–401.

Tucker, J.S., Ellickson, P.L., Orlando, M., Martino, S.C. & Klein, D.J. (2005). Substance use 
trajectories from early adolescence to emerging adulthood: a comparison of smoking, 
binge drinking, and marijuana use. Journal of Drug Issues, 35(2):307–31.

United Nations Office on Drugs and Crime. (2009). World Drug Report 2009. Vienna: 
United Nations Publications. Available from: http://www.unodc.org/documents/wdr/
WDR_2009/WDR2009_eng_web.pdf; accessed 15 February 2010.

Vundule, C., Maforah, F., Jewkes, R. & Jordan, E. (2001). Risk factors for teenage pregnancy 
among sexually active African adolescents in Cape Town: A case control study. South 
African Medical Journal, 91(1):73–80.

White, A. (2003). Substance use and adolescent brain development. Youth Studies Australia, 
22(1):39–45.

World Health Organization (2004). Global Status Report on Alcohol 2004. Geneva: World 
Health Organization, Department of Mental Health and Substance Abuse.

World Health Organization Expert Committee on Problems Related to Alcohol Consumption. 
(2007). WHO Technical Report Series, No. 944. Second report. Geneva: World Health 
Organization. Available from: http://www.who.int/substance_abuse/expert_committee_
alcohol_trs944.pdf; accessed 15 February 2010.



Substance use and abuse in South Africa

256

Yen, C.-F. & Chong, M.-Y. (2006). Comorbid psychiatric disorders, sex, and methamphetamine 
use in adolescents: a case-control study. Comprehensive Psychiatry, 47(3):215–20.

York, J.L., Welte, J., Hirsch, J., Hoffman, J.H. & Barnes, G. (2004). Association of age at first 
drink with current alcohol drinking variables in a national general population sample. 
Alcoholism: Clinical and Experimental Research, 28(9):1379–87.



14
  Evaluated interventions to prevent 
substance abuse among young 
South Africans

Cleo Protogerou, Alan J. Flisher and Neo K. Morojele

Introduction
In 2001 the South African Department of Education introduced the mandatory Life 
Orientation learning area for students from Grade 1 to Grade 12. Life Orientation encourages 
healthy lifestyles by promoting general health and wellbeing, but also targets drug use, 
sexuality, and socio-emotive skills development. Yet few schools prioritise Life Orientation, 
and teachers tend to implement its components in a personalised and unsystematic fashion 
(Smith et al, 2008). This intervention is one of many that deal with substance use prevention 
programmes for young people in South Africa. But the prevention efforts have had variable 
degrees of success, highlighting the necessity to subject these to rigorous evaluation.

What follows is a critical review of the five existing published substance abuse prevention 
interventions for young people in South Africa. All of these interventions incorporated an 
aspect of evaluation. Their small number allows for an in-depth assessment, wherein theory, 
design, methodology and results are considered in detail. We set out by clarifying basic 
theoretical and methodological issues of substance abuse interventions, and then proceed 
with the review itself.

Theoretical underpinnings of preventive interventions
Up to today, substance abuse preventive efforts have been based on abstinence or, less 
commonly, harm minimisation rationales. Abstinence interventions promote cessation 
messages and primarily include teaching developmentally appropriate life skills (ie, 
Life Skills Training, or LST) that have been shown to potentially inhibit, or delay the 
onset of, substance use. In young people, such skills include: identifying and dealing 
with emotions; managing anger, frustration, and stress; learning how to communicate 
and negotiate effectively; rational decision-making; developing assertiveness and peer 
pressure resistance; and acquiring drug-related information. LST espouses a generic 
cognitive-behavioural skills training approach to prevention, suggesting that successful 
intervention effects can be obtained in relation to all substances, all risk-taking activities, 
all school settings (eg, rural, urban), all recipients (eg, children, adolescents), and by 
all primary providers (eg, social scientists, peer leaders, teachers, project staff). LST 
programmes are generally long-term: the main intervention lasts about one school year 
(15–17 class periods), with at least another year of booster sessions (Botvin & Griffin, 
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2001). LST interventions are based on a theoretical framework which incorporates 
elements from social learning theory (Bandura, 1977), general problem behaviour (Jessor 
& Jessor, 1977), self-derogation (Kaplan, 1980), peer pressure (Oetting & Beauvais, 
1987) and persuasion (McGuire, 1968). This framework conceptualises substance use as 
a behaviour resulting from an interaction between individual personality characteristics 
and environmental and social influences. For example, some people (but not others) 
succumb to social influences from media outputs that sensationalise and normalise 
drugs, or from significant others who use and hold favourable attitudes towards drugs. 
The impact of social factors is likely to be stronger on individuals with poor social or 
personal skills, low self-esteem and psychological distress. Historically, LST interventions 
have been the most widely employed, with reported successful outcomes (eg, Botvin et 
al, 1990; 1995a), but recent evidence from systematic reviews has cast doubts upon their 
effectiveness (Foxcroft et al, 2003; Resnicow et al, 2008).

Contrary to abstinence interventions, harm minimisation (HM) interventions are based 
on the assumption that preventing or eliminating substance use entirely is unrealistic. As 
a result, HM strategies focus on reducing the harmful effects of substance use (Resnicow 
et al, 2008). An example of an HM intervention implemented on a national level is in the 
Netherlands, where marijuana is legally sold and consumed in ‘koffeeshops’, although sales 
to non-adults and purchases over 30 grams per person are not allowed (Drucker, 1995). By 
legalising marijuana, the Dutch government managed to reduce harm by inspecting dose 
quality and controlling the quantity that can be legally purchased by citizens.

On a smaller scale, and directed towards young people, HM interventions can involve 
brief interventions, such as motivational enhancement interventions. Brief interventions 
are usually one to five sessions, and have the singular focus of targeting substance use 
behaviours in a systematic way (O’Leary Tevyaw & Monti, 2004). Basic strategies of brief 
HM interventions include clear directions as to how to minimise harm (eg, avoiding 
addiction by irregular use, reducing substance dose, limiting the times and locations 
where substance use occurs, preventing progression to additional substances), as well 
as motivational enhancement/interviewing. Motivational enhancement (ie, increasing 
readiness to enact behavioural change) and interviewing (Miller & Rollnick, 2002) 
include ways of relating to others, as well as a set of techniques. Such techniques include 
an empathetic and non-judgmental stance, listening reflectively, rolling with resistance, 
avoiding argument, creating discrepancy and promoting self-efficacy for change. 
For example, a brief HM interventionist would typically establish an atmosphere of 
collaborating equals, by accepting the individual and not entering into debates concerning 
their beliefs and behaviours. Instances of anger or defensiveness (ie, resistance) from the 
individual would prompt the interventionist to change strategy (ie, rolling with resistance). 
Motivational enhancement techniques can be embedded in any type of intervention, but 
they tend to have a prominent position in the briefer HM approaches (O’Leary Tevyaw 
& Monti, 2004). Motivational enhancement and interviewing is grounded in robust 
psychological theories and strategies: client-centred therapy principles (Rogers, 1957), 
cognitive-behaviour therapy principles applied to substance abuse (Monti et al, 1989), 
social learning theory (Bandura, 1977), and the trans-theoretical model of behaviour 
change (Prochaska, DiClemente & Norcross, 1992). Although a relative newcomer in 
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the substance prevention arena, evaluations of brief motivational HM interventions 
have yielded promising results in reducing substance use (eg, Borsari & Carey, 2000; 
Wechsberg et al, 2008) and substance-related problems (Baer et al, 2001).

Methodological issues: building effective interventions
Nation et al (2003) drew from guidelines put forth by drug research and prevention 
organisations, such as the National Institute on Drug Abuse (NIDA) and the Centre for 
Substance Abuse Prevention (CSAP), and used a review-of-reviews strategy across four 
problem behaviour domains, to identify nine characteristics consistently linked to effective 
prevention interventions for young people. Effective programmes:
■  Are comprehensive (combine different types of interventions at various settings)
■  Include varied teaching methods (interactive instruction, hands-on experience, role 

playing, discussion groups)
■  Provide sufficient dosage (appropriate duration of intervention gauged to the problem 

behaviour and the recipient in question; booster sessions)
■  Are scientifically justified (based on empirically tested theories and techniques)
■  Foster positive relationships (promote quality relationships among peers and with at 

least one adult)
■  Are appropriately timed (as a general rule, the earlier, the better, starting from 

preschool)
■  Are socio-culturally relevant (tailored to the needs of the specific culture, community 

and target population)
■  Involve well-trained staff (select appropriate staff and provide additional training and 

support)
■  Are evaluated (assess whether the intervention reached its goals).

Evaluation design issues
The success of an intervention will, partially at least, depend on the type of design 
researchers adopt. Effective interventions aim for designs that take steps to ensure valid 
results (ie, results that are accurate in terms of the extent to which they correspond with 
reality). The validity of results is enhanced for designs that encompass high levels of 
experimental control, high response rates, low attrition rates and random allocation of 
groups to treatments. The strongest intervention design is a randomised controlled trial 
(RCT), in which individuals or groups are randomly allocated to receive an intervention 
or a control condition. Validity can be threatened when the unit of treatment allocation 
(usually the class or community) is different from the unit of analysis (usually the 
individual). In such a situation, participants from a specific setting (eg, class) tend to 
be more similar to one another, compared to participants of a different setting, and 
the within-setting correlation of the data adds another component of the variability 
to the intervention group mean (Foxcroft et al, 2003). This within-setting correlation 
is indexed by the intraclass correlation coefficient (ICC), and unless the ICC is taken 
into consideration the intervention effects will be biased positively in relation to the 
magnitude of the ICC and to the number of participants in each setting (Donnor et al, 
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1990). Acceptable ICC values in school-based preventive interventions are thought to 
range from .001 to .05 (Hamilton et al, 2005).

A high response rate at baseline provides some indication that the intervention was 
designed in such a way that participants found it interesting, engaging and resonant with 
their reality. High response rates also reflect adequate recruiting and sampling procedures, 
as well as participant trust in the investigators.

The attrition, or dropout, rate is the number or proportion of participants who did not 
receive the intervention or were not assessed at follow-up. A high attrition rate (approximately 
20% and higher) threatens the validity of the study but can be partially addressed in the 
statistical analysis. For example, an intention-to-treat-analysis partially deals with attrition, 
and is considered to be the optimal way to obtain the outcome of an intervention (Foxcroft 
et al, 2003). An intention-to-treat analysis would include (in the final statistical analysis) 
data from all participants present at baseline. Conceptually, this is important for public 
health research and policy, because the health of the population needs to be considered as 
a whole, even if a proportion of the target population did not receive, for any number of 
reasons, the intervention.

In an attempt to find a scheme of enhancing the external and internal validity of 
interventions, a group of health experts (eg, Egger, Jüni & Bartlett, 2001; Moher, Schulz 
& Altman, 2001) devised a comprehensive guide incorporating items that should be taken 
into consideration when designing and reporting interventions. This scheme is known as the 
CONSORT Statement (Consolidated Standards of Reporting Trials), and was originally devised 
with RCTs in mind, but it is also relevant to other designs, such as factorial, equivalence and 
cluster designs. The CONSORT statement provides guidance to interventionists by providing 
clear and explicit ways of strengthening intervention designs. Although the studies reviewed 
in this chapter have incorporated several of the CONSORT items, no reference is made to the 
statement itself. Thus, our aim here is to increase awareness of the existence of the CONSORT 
statement (see Table 14.1) and urge researchers to follow it in future research.

Fidelity versus adaptation
Programme developers aim to have their interventions implemented with fidelity (ie, the 
degree to which programme providers implement programmes as intended by programme 
developers). Fidelity can be operationalised in terms of:
■  Programme adherence (the extent to which intervention methods and strategies are 

consistent with original programme scripture);
■  Dose (the amount of content participants received);
■  Quality (the extent to which the provider maintains a theoretical ideal in relation to 

programme delivery);
■  Differentiation (the extent to which intervention components can be consistently 

differentiated from one another);
■  Participant responsiveness (the extent to which participants are engaged in the activities) 

(Dane & Schneider, 1998; Dusenbury et al, 2003).

Substance abuse prevention studies indicate that the more completely and consistently 
an intervention is implemented, the more likely students are to reduce their drug use 
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Table 14.1: Essential items to be included and reported in interventions

INTRODUCTION

 1.  Theoretical and empirical background of intervention, and explanation of rationale
 2.  Objectives, aims and hypotheses of the study
 3.  Ethics procedures of the study
 4.  Eligibility criteria of participants and description of the settings from which data were 

collected
 5.  Detailed description of the intervention
 6.  Detailed description of the processes of intervention administration
 7.  Clear definition of primary and secondary outcome measures
 8.  Explanation of sampling and recruiting procedures
 9.  Method of sample randomisation and restriction (eg, clustering, stratification)
10.  Method of implementation of random allocation sequence (eg, numbered containers), 

and clarification if sequence was concealed until the moment of the intervention
11.  Information about who generated allocation sequence, participant enrolment and 

participant assignment to groups
12.  Information about whether participants, those administering the intervention and 

those assessing the results were blinded to group assignment; blinding success
13.  Explanation of statistical analyses employed

RESULTS

14.  Report of flow of participants through each stage (numbers of participants randomly 
assigned, those receiving intended treatment, completing the study protocol and 
analysed for the primary outcome), and deviations from original protocol

15.  Statement of times between recruitment and follow-up
16.  Number of participants in each group included in each analysis and whether the 

analysis was by ‘intention-to-treat’. If possible, provide absolute numbers instead of 
percentages (eg, 10 of 20, not 50%)

17.  For each primary and secondary outcome (and per group), a summary of results, the 
estimated effect size, and its precision (eg, 95% confidence interval)

18.  Multiplicity (reporting any additional statistical analyses, including subgroup analyses 
and adjusted analyses)

19.  Disclosure of all important adverse events or side effects in each intervention group

DISCUSSION

20.  Interpretation of the results, taking into account study hypotheses, sources of 
potential bias or imprecision, and the dangers associated with multiplicity of analyses 
and outcomes

21.  Generalisability (external validity) of the trial findings
22.  Interpretation of the results in the context of current evidence

Adapted from the CONSORT Statement (Moher, Schulz & Altman, 2001)
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(Botvin et al, 1990b; Resnicow et al, 1993). In reality, however, programme providers 
tend to alter and adapt the intervention according to their needs, beliefs, desires and other 
prevailing circumstances. Ringwalt et al (2003) reported that about a fifth of teachers do 
not use the intervention manual at all, while only about 15% indicate following the manual 
closely. A main reason for this ‘tension’ between programme fidelity and adaptation is that 
interventions do not always resonate with the culture or the setting of the target population. 
As a result, programme developers have come to recognise the role of culture-relevant 
factors in prevention, and have been making efforts to culturally ground their interventions 
(ie, ensure that the intervention reflects the language, thoughts, beliefs, values, customs 
and actions of recipients). Indeed, research has shown that interventions are unlikely to 
be successful without ‘ownership’, or enthusiastic participation and commitment from the 
recipient environment (Holleran Steiker et al, 2007). Currently, concerns have shifted from 
whether interventions ought to be adapted to how they can best be adapted to fit the host 
environment. Although traditionally programme developers engaged key stakeholders and 
other ‘experts’ in the process of cultural adaptation, recent studies suggest that the best 
way to create a truly culturally grounded intervention is to use the target population as the 
primary expert (Holleran Steiker, 2008). Clearly, members of the target population provide 
the most accurate accounts of their current language styles, their way of life, attitudes, 
behaviours and experiences (Holleran Steiker, 2006; Shapiro, 1985). Thus a ‘tension’ has 
been found to exist between intervention fidelity and adaptation, with research efforts 
directed towards identifying optimal ways of adapting the original programme to the target 
populations’ needs, without compromising programme efficacy.

Evaluation
Evaluation enables programme developers, and all interested parties, to assess whether the 
intervention is successful, that is, whether it accomplished its pre-set goals. People tend to 
think about evaluation mostly in terms of outcome assessment (eg, whether the intervention 
managed to prevent or modify the behaviour in question), but outcome success or failure is 
directly linked to programme design and implementation. Thus, ideally, evaluation occurs 
at all stages of the intervention, from its initial conception to the final results. Turner et al 
(1989) describe evaluation as a dynamic and systematic process wherein the investigator 
constantly examines who did what, how and why. Besides estimating the efficacy of an 
intervention, additional reasons for conducting an evaluation consist of enabling replication 
by interested researchers, and providing accountability to invested governmental agencies, 
funding bodies and the general public. In this chapter, we review evaluated interventions, 
following a comprehensive process and logic, as described by Flisher et al (2008). Specifically, 
we will check if and how authors conducted:
■  formative evaluation (eg, programme creation; adequacy of theoretical and empirical 

basis, and design; cultural adaptation)
■  input evaluation (eg, adequacy of resources, such as funding, number and training of 

staff, facilities and equipment, that were allocated)
■  process evaluation (eg, assessment of actual implementation)
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■  output evaluation (eg, documentation of measurable products, such as number of 
sessions, community and staff meetings, number of participants; extent of programme 
coverage)

■  outcome evaluation (eg, intervention efficacy, in terms of modifying behaviour, 
attitudes, norms as intended).

The present review
To be included in this review, a study had to be published and incorporate some element 
of evaluation. Study participants comprised young people from educational and non-
educational settings. Studies that focused on heavy users of substances, as well as specific 
occupations/settings – for example, sex workers, truck drivers, mineworkers, incarcerated 
individuals – were excluded, in order to emphasise ‘young people’ in general. We conducted 
the search using the databases Medline, PubMed and Social Sciences Index, and through the 
platforms Science Direct and Google Scholar. We browsed all the publications of the South 
African Medical Research Council (MRC). We checked the reference lists of studies for 
further articles, and conducted hand searches of the journals Addiction, Addictive Behaviors, 
Substance Use and Misuse, Drug and Alcohol Dependence, Health Education Research, Journal of 
Youth and Adolescence and South African Journal of Psychology. Moreover, we approached, via 
email and personal communication, researchers who are actively involved in the prevention 
field. Search items included combinations of the following: ‘drug’, ‘alcohol’, ‘substance’,  
‘adolescence’, ‘youth’, ‘young people/adults’, ‘students’, ‘intervention’, ‘programme’, 
‘curriculum’, ‘education’, ‘prevention’, ‘reduction’, ‘promotion’, ‘cessation’, ‘evaluation’,  
‘efficacy’, ‘effectiveness’, ‘comparison’, ‘trial’ and ‘South Africa’. Boolean operators (AND,  
OR) and truncation (*) were used.

Results and discussion
Description of interventions (see also Table 14.2)
Five studies met the selection criteria (Karnell et al, 2006; Cupp, et al, 2008; Resnicow 
et al, 2008; Smith et al, 2008; Wechsberg et al, 2008). The first four studies were primary 
prevention interventions, while the fourth study was a secondary prevention intervention. 
Although the studies varied in terms of focus, target audience and behaviour (see Table 14.2), 
they were similar in that they drew from interventions originally created in countries other 
than South Africa. Specifically, the interventions of Karnell et al and Cupp et al promoted 
abstinence messages and LST to Grade 9 township adolescents from Pietermaritzburg, 
KwaZulu-Natal, and were based on an American alcohol and HIV prevention community 
programme (Project Northland: Perry et al, 1996). Resnicow et al compared the efficacy 
of an American LST abstinence module with an Australian HM intervention (KEEP LEFT; 
Hamilton et al, 2005), targeting smoking and other drug use, in Grade 8 and 9 black 
and coloured students from KwaZulu-Natal and the Western Cape. Smith et al targeted 
substance use and sexual risk in Grades 8 and 9 students from schools of Mitchell’s Plain 
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Table 14.2: Interventions

AUTHORS SAMPLES GENERAL 
DESCRIPTION

TECHNIQUES FOCUS DESIGN CULTURAL 
ADAPTATION

Cupp et 
al., 2008

Grade 9 students 
from near 
Pietermaritzburg 
township 

N=1 095 

Attrition: 
unspecified 
Median age=15

Alcohol & HIV 
prevention. 

Based on LST 
approach

School 
setting Peer 
& teacher-led 
discussions, 
role-playing, 
group 
assignments, 
monologues

Cessation Cluster 
randomised 
controlled 
trial 4–6 & 
15–18 months 
follow-up

An adaptation 
process is 
reported for the 
questionnaire 
Unclear if/how  
cultural 
adaptation was 
performed

Karnell et 
al., 2006

Grade 9 
students from 
Pietermaritzburg 
townships 

N=661 
Attrition=19% 
Median age=16

Alcohol & HIV 
prevention 

Based on LST 
approach

School setting 
Peer-led 
discussions 

Group 
Assignments

Cessation Pre-post-quasi-
experimental 
with 
comparison 
group 5-month 
follow-up

An adaptation 
process is 
reported for the 
questionnaire 
Unclear if/how  
cultural 
adaptation was 
performed

Resnicow 
et al., 
2008

Grade 8 & 9 
students from 
KwaZulu-Natal 
and Western 
Cape 

N=5 226 
Attrition=11% 
Mean age=14

Substance use 
reduction and 
prevention 

Based on LST & 
HM approaches

School setting 
Teacher-led 
activities

Reduction/
cessation/
harm 
minimisation

RCT 

2-year 
follow-up

Yes

Smith et 
al., 2008

Grade 8 & 9 
students from 

Mitchell’s Plain, 

Cape Town 

N=2 383 
Attrition=50% 
Mean age=14

Substance use 
and sexual risk 
prevention 

Based on LST 
approach

School setting 

Teacher-led 
activities

Cessation/ 
reduction

Quasi-
experimental, 
with control 
group 

Non-probability 
sampling 

5 waves, 2.5 
year follow-up

Yes

Wechsberg 
et al., 
2008

Black & coloured 
high-risk adult 
women from 
Cape Town 
townships 

N=60 
Attrition=2% 
Mode age=19

Substance use 
& sexual risk 
reduction 

Based on HM 
approach

Community 
setting 

Individual 
or group 
interviews

Reduction/
harm 
minimisation

1-group, 
before-after-no 
control 

Randomisation 
for 
intervention 
format 

1-month 
follow-up

Yes

township, Cape Town, by using three American modules that combined abstinence and 
HM messages. The modules included curricula that targeted students’ leisure time activities 
(TimeWise: Caldwell, 2004), LST and sexual risk-taking. Wechsberg et al implemented a 
brief HM substance use intervention, in individual and group format, to high-risk black and 
coloured women (ie, substance users) from Cape Town townships, which was based on the 
American Women’s Co-Op (Lyles et al, 2007).

With the exception of Resnicow et al, the interventions addressed both substance and 
sexual risks on the basis of hypothesised links between sexual risk-taking and substance 
use, as observed in the international (eg, Donovan & Jessor, 1985) and South African (eg, 
Flisher et al, 1996; Mpofu et al, 2006; Palen et al, 2006) literature.
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Evaluation of interventions
Theoretical and empirical basis
The interventions of Karnell et al and Cupp et al espoused a LST preventive approach, 
primarily promoting abstinence and substance use cessation. Smith et al’s programme 
incorporated both abstinence and HM rationales. Contrary to this, Wechsberg et al adopted 
a brief HM approach. Until recently, the LST approach was considered the ‘silver bullet’ of 
prevention, with most interventions utilising LST strategies. Certainly, LST interventions 
have provided favourable outcomes (eg, Botvin et al, 1990; Botvin et al, 1990b), but recent 
reports have cast doubts on their preventive abilities. Specifically, Foxcroft et al (2003) 
suggested that although Botvin et al (1995a; 1995b) reported statistically significant and 
long-term LST intervention effects on substance abuse prevention, these results rested on a 
problematic design (only high-fidelity sample, receiving 60% of intervention, was assessed). 
When Foxcroft et al conducted an intention-to-treat re-analysis of Botvin et al’s (1995a; 
1995b) data, no statistically significant intervention effects were retrieved. Moreover, a 
number of studies (eg, Donaldson et al, 1994; Elder et al, 1993) found that LST did not 
mediate substance use among young people who received such interventions, and one 
study reported drug use increase in high-risk female adolescents (Palinkas et al, 1996). The 
study of Resnicow et al tested the efficacy of an LST approach against an HM approach, and 
is thus exceptional in terms of providing an empirical justification of using either approach 
in South African students. Although Resnicow et al found statistically significant effects for 
both types of intervention, the results differed for gender and race. For 30-day substance 
use, the HM programme appeared to be more effective for boys, whereas LST appeared 
somewhat more effective for girls. Resnicow et al found that participants disagreed with LST 
messages that promoted abstinence, but embraced HM messages that emphasised autonomy 
around substance use decisions. HM messages may have particularly resonated with boys, 
for whom assertiveness, independence and rebellion may be more central to substance use. 
In relation to race, the HM intervention was more effective for black students, whereas 
the LST was more effective for coloured ones. Although explaining race effects is more 
difficult, the authors put forth the possibility that coloured students are more influenced 
by European cultures promoting individuality, whereas black students are more influenced 
by indigenous principles of ‘Ubuntu-humaneness and interconnectedness’ (Resnicow et al, 
2008:241).

With the exception of Resnicow et al, the remaining interventions view risk-taking as 
part of a syndrome of risk behaviours (Cooper, Wood & Orcutt, 1996; Donovan & Jessor, 
1985; Flisher et al, 1996; Mpofu et al, 2006; Palen et al, 2006), that is, a general propensity 
for some people to engage in a range of risk behaviours. According to this approach, health 
risk behaviours are regarded as interrelated rather than independent activities (eg, substance 
use is assumed to be linked to sexual risk-taking), which, conceptually, justifies creating 
interventions that target more than one behaviour. This notwithstanding, many studies 
report no association between substance use and sexual risk-taking (eg, Crosby et al, 2003; 
Flisher & Chalton, 2001; Leigh, 2002; Kingree & Betz, 2003), and the syndromic approach, 
although intuitively appealing, is not adopted by the majority of health-risk investigators. A 
syndromic approach to risk-taking downplays the existence of factors that influence some 
risk-taking behaviours but not others. For example, relationship characteristics and the 
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premium placed on love and trust have been established as important mediators, and/or 
moderators, of sexual risk-taking (Rhodes & Cusick, 2002; Sheeran, Abraham & Orbell, 
1999), but not of substance use. Relevant to this, Wechsberg et al were careful to point 
out that their reported relationship between substance abuse and sexual risk-taking was 
mediated by partner abuse, interpersonal conflict and sexual disinhibition. Smith et al 
found that, although their programme had some encouraging effects on substance use, no 
such effects were found for sexual risk-taking.

On taking a closer look at the original interventions the South African ones were based 
upon, we found that the interventions of Karnell et al and Cupp et al used an abstinence-
based community programme (Project Northland: Perry et al, 1996), which has been 
reported to have diminished effectiveness. Specifically, Project Northland was evaluated by 
Foxcroft et al and by Perry et al as ineffective in sustaining longer-term outcomes. Moreover, 
Project Northland had no effects on actual/intended alcohol use for those who had started 
drinking, but only on the whole sample, or on abstainers. Thus, the potential exists that 
Project Northland promotes an abstinence message to those who do not really need it. 
Finally, the community aspect of this intervention (ie, incorporating school, family and 
community activities) was not implemented in the South African version.

Design
We found that the study of Resnicow et al had the strongest design. Resnicow et al 
conducted a between-schools RCT that stratified by socio-economic status, randomised 
to one of three groups (12 LST schools versus 12 HM schools versus 12 control schools) 
and had two post-tests at Grades 8 and 9 (two-year follow-up). Measurement was done by 
a self-reported questionnaire, adapted from prior studies conducted in South Africa, with 
acceptable Cronbach’s alpha levels (0.73 to 0.93). The authors adopted an intention-to-treat 
approach, thus enhancing quality and validity of data: for the two post-test assessments, 
only individuals who were in the school at the beginning of Grade 8 and who completed the 
baseline evaluation were asked to complete questionnaires. The statistics were appropriate 
to the design, with unit of allocation and unit of analysis being the same (school level). Still, 
ICC levels were high: 0.40 for binge drinking, 0.05 for marijuana, 0.14 for smoking, which 
the authors attributed to high cultural homogeneity at randomisation. The response rate was 
high (93%) and attrition was acceptable (11%). Ethics procedures included institutional 
approval and confidentiality/anonymity assurances.

Smith et al adopted a quasi-experimental, between-schools design, with non-probability 
purposive sampling: the same four schools that participated in a previous pilot became the 
treatment schools; five more new schools were selected, and subjectively matched to the 
treatment schools, to be the control schools. This type of purposive sampling is susceptible 
to carry-over effects, which here mean that participation at the pilot phase might enhance 
performance at the intervention phase. The results from five times of data collection, 
with six-month intervals, are reported in this study. The response rate was high (98%), 
but attrition was also high (about 50% from baseline to final measurement). The authors 
discuss how attrition was statistically dealt with (multiple imputation), but they do not 
describe how dropouts differed from intervention participants. Measurement was obtained 
through a self-administered survey by the use of PDAs (Personal Digital Assistants). Scale 
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development was not described and alpha levels were not provided. The authors did not 
clarify if the unit of allocation and unit of analysis were the same, and an intention-to-treat 
analysis was not conducted. The ICC value was noted as ‘very low’ (Smith et al, 2008: 319). 
The ethics procedures included institutional approval and informed consent of educators, 
principals, and guardians.

Karnell et al used a quasi-experimental, between-schools design that randomised to 
either intervention (n = 3) or control (n = 2) schools. Measurement was carried out by a self-
reported questionnaire, with alpha levels ranging from 0.52 to 0.89. The authors did not 
adopt an intention-to-treat approach. Moreover, the unit of allocation was the school but the 
unit of analysis was the individual. The response rate was not provided, and attrition was 
high (19%) for the five-month follow-up. No information was provided as to how attrition 
was dealt with. Ethics procedures included institutional approval, but no information is 
given about informed consent.

Cupp et al employed a cluster randomised controlled trial, with randomisation occurring 
at the school level (follow up measurements at 4–6 months and 15–18 months). Four 
schools received the intervention, and four served as controls. Measurement was initially 
conducted via self-reported questionnaires, but due to practical difficulties, such as crowding 
and noise, it was continued via PDAs. Alpha levels ranged between 0.27 and 0.44. An 
intention-to-treat approach was not followed, and the unit of allocation (school) differed 
from the unit of analysis (individual). Response rates, attrition rates and ICC coefficients 
were not reported for the study. Ethics procedures included consent forms (completed by 
parents) and assent forms (completed by students), but the institution that granted ethics 
clearance was not indicated.

Wechsberg et al conducted a one-group, before-after field experiment, with no control. 
Participants were stratified by race, and randomly assigned to receive an individual or a 
group intervention format. Care was taken to demographically match interviewer and 
interviewee. Measurements were obtained via self-reported, paper and pencil, face-to-face 
interviews. The response rate was almost 100%, and attrition was only 2% at the one-
month follow-up. Statistical analyses were appropriate for the design – the unit of allocation 
and unit of analysis were both on the individual level. The ethics procedures included 
institutional approval and participant informed consent.

We note that only Wechsberg et al provided an account of the recruitment process, while 
none of the four studies mentioned whether the voluntary/freedom to withdraw aspect was 
explained, and if participants were debriefed.

Cultural adaptation
All authors reported culturally adapting their interventions, although this was done with 
great variation and with different degrees of success. It seems that Resnicow et al conducted 
the most relevant cultural adaptation, by using students as the main sources of information. 
Through focus groups, students provided in-depth information about perceived norms, 
motivations and gender-specific aspects of substances and their use. Although teachers, too, 
contributed to clarifying gender and cultural factors, their input was mostly on teaching/
delivering aspects of the curriculum. The use of students as main sources of information 
adds significantly to the inherent validity of the intervention. In addition, local curriculum 
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writers, graphic designers and creators of the original programmes provided their input 
and expertise. Curricula were pre-tested with teachers, revised, and pilot-tested by teachers 
with students as participants. Students were also asked to make language adaptations to the 
intervention, and although English was the primary language of the curriculum, there were 
optional Zulu and Xhosa variations.

Smith et al conducted extensive cultural adaptation procedures, but we feel that 
adaptation could have relied more on students’ reports. To elaborate, the initial cultural 
modification to match South African realities was based on the research team’s subjective 
judgments, which was followed by a second cultural adaptation centred on teacher and 
key community stakeholder input. Although teachers’ opinions are necessary for issues 
regarding optimal programme implementation, it is unlikely that they will provide realistic 
accounts of adolescent drug-related attitudes and experiences without being influenced by 
moralistic attitudes. Community stakeholders’ input may enable programme sustainability, 
but may not provide valuable input for intervention content. Student input was taken 
during and after intervention implementation. Thus, students were not actively involved in 
the initial stages of programme construction, but in the evaluation of the programme (eg, 
clarifying the degree to which the programme met their needs).

The intervention Wechsberg et al used was initially adapted for black South African 
women in Pretoria and was further adapted for substance-using black and coloured women 
in the Western Cape province by in-depth interviews and focus groups. The authors do not 
describe in detail the nature of these interviews and focus groups.

Karnell et al report that their field trial was ‘… adapted from an American model’ 
(Karnell et al, 2006: 297), but provide no information about their actual process of cultural 
adaptation. The authors only provide information about developing the questionnaire that 
was used in the survey. The same stands for the Cupp et al study, which is, in essence, a 
continuation of the Karnell et al study (Karnell et al’s intervention was the pilot for the Cupp 
et al study).

In assessing these intervention formation processes, only one study (Resnicow et al) was 
very well executed and provided a clear theoretical and empirical justification of testing 
an HM against an LST approach; adopted a robust design (RCT); conducted appropriate 
statistical analyses, while taking into account attrition, intention-to-treat and ICC; and 
conducted a realistic cultural adaptation using students as the main source of information. 
The remaining three interventions are weaker either in terms of theory (Karnell et al 
and Smith et al espouse a predominately LST, abstinence-promotion, general-problem 
behaviour model, which in recent years has received criticism), design (lack of RCTs, no 
control group, absence of random sampling), methodology (different unit of allocation 
and measurement, absence of intention-to-treat, high attrition) or absence of/insufficient 
cultural adaptation.

Process evaluation: considering procedure of implementation, fidelity, inputs 
and outputs
Although interventionists, in general, might overlook this aspect of evaluation (Flisher et 
al, 2008), three out of four interventions (Resnicow, et al, Smith et al, and Wechsberg 
et al) invested considerably in evaluating process. In assessing the studies, we find that 
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Resnicow et al and Smith et al did the best process evaluations and provided evidence of 
fidelity. Specifically, Resnicow et al provided a clear and detailed description of the process 
of implementation. They provided the inputs (eg, a three-day teacher training course 
on theory and practice; recruitment of local writers and graphic designers; provision of 
workbooks and manuals; teacher feedback and technical assistance) and the outputs (eg, 
hours of inputs and number of student sessions). They also demonstrated fidelity by taking 
steps to enhance quality of teacher implementation (eg, rating and providing feedback 
on teachers’ classroom management, ability to answer questions, adherence to plan), 
estimating dose and intensity (eg, auditing workbooks to see amount of lesson taught) 
and showing students’ ability to differentiate components of an intervention. Smith et al 
adopted a similar approach on presenting and monitoring process. For example, Smith 
et al reported inputs (educator three-day training workshops on programme theory and the 
importance of accomplishing fidelity and process evaluation) and fidelity were determined 
via qualitative focus groups with teachers (as explicated in Wegner et al, 2008), revealing 
that teachers tended to improvise rather than deviate from the curriculum. Wechsberg et al 
also clearly described process, and provided hours of staff work and training and sessions 
with participants. Notably, intervention inputs included monetary and other incentives 
at baseline (ie, gift vouchers to local supermarkets, transportation) and at follow-up (ie, 
vouchers, transportation, a risk-reduction kit, T-shirt, certificate of attendance). Such 
incentives not only enhance participation attendance, but also boost participants’ feelings of 
being respected and taken care of. Wechsberg et al did not evaluate fidelity. Finally, Karnell et 
al (and Cupp et al, as reported in Karnell et al) provided a vague process of implementation, 
which was scattered in several places in the article. Very limited information was provided 
about how the intervention was monitored and how peer leaders were trained, with no 
assessment of inputs or outputs. Reports on fidelity were mostly anecdotal: for example, 
‘… all teachers delivered the full curriculum in the prescribed time … teachers expressed 
satisfaction with the programme’ (Karnell et al, 2006: 304). Another problem is that Karnell 
et al and Cupp et al describe/evaluate aspects of the survey (ie, data collection) but not the 
intervention per se.

To recap, at least three of the interventions made considerable efforts to evaluate process 
of implementation, thus adding to and demonstrating the strengths therein (see also  
Table 14.3 for a comparison of the evaluations discussed in this section).

Outcome evaluation: intervention effects
Out of the four interventions, only Wechsberg et al’s short HM programme demonstrated 
clear and statistically significant intervention effects, but the lack of a control group needs to 
be taken into consideration. In assessing the variables directly linked to substance use, large 
and statistically significant decreases were found in the mean number of days of past month 
self-reported use of alcohol and illicit substances, for both black and coloured women, at 
a one month follow-up. In assessing variables indirectly linked to substance use, coloured 
women (but not black) demonstrated reductions in the number of times they used alcohol 
and other drugs before or during sex. Additionally, findings suggest that a brief intervention, 
regardless of format (ie, group or individual), may reduce substance abuse and other risk-
taking, in both coloured and black women, at least within a short follow-up period.
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Table 14.3: Evaluations

AUTHORS SAMPLES TYPES OF 
EVALUATION

FACTORS EVALUATED RESULTS

Cupp et al, 
2008

Staff, students 
& teachers

Process

outcome

■  Student understanding and 
satisfaction with programme & 
peer leaders 

■  Student privacy & honesty

■  Teacher satisfaction & delivery 
pace

■  Alcohol-related attitudes, 
intentions, refusal self-
efficacy, perceived peer-
drinking, ‘ever used alcohol’

■  Majority of students 
were satisfied, 
understood the 
programme, found it 
easy, realistic & reported 
privacy & honesty

■  Teachers were satisfied

■  Statistically significant 
intervention effects were 
found for alcohol refusal 
self-efficacy

Karnell et 
al, 2006

Staff, students 
& teachers

Process

outcome

■  Student understanding and 
satisfaction with programme & 
peer leaders

■  Student privacy & honesty

■  Teacher satisfaction & delivery 
pace

■  Frequency/quantity of alcohol 
use, alcohol-related problems, 
attitudes, refusal self-efficacy

■  Majority of students 
were satisfied, 
understood the 
programme, found it 
easy, realistic & reported 
privacy & honesty

■ Teachers were satisfied

■  No statistically 
significant intervention 
effects

Resnicow 
et al, 2008

Staff, 
students, 
teachers, 
local writers, 
graphic 
designers, 
experts

Process

input

Output

outcome

■  Teacher implementation, 
training, manuals, workbooks, 
hours invested, dose, 
intensity, adherence to 
plan, aim and component 
differentiation

■ Past-month substance use

■  Perceived harm of use, refusal 
skills, attitudes

■  Good process of 
implementation, high 
fidelity

■  No statistically 
significant intervention 
effects for substance use 
modification, but effects 
were differentially 
established for race and 
gender

Smith et al, 
2008

Staff, teachers, 
students, key 
stakeholders, 
youth 
developmental 
specialties

Process

input

Output

outcome

■  Teacher implementation, 
training, manuals, technical 
assistance, hours/sessions 
invested, dose, intensity, 
adherence to plan, message & 
component differentiation 

■  Lifetime, past-month and 
frequency of substance use

■  Good process of 
implementation, high 
fidelity

■  Modest intervention 
results for substance 
use prevention; better 
results for female 
participants

Wechsberg 
et al, 2008

Staff & 
members of 
target group

Process

input

Output

outcome

■  Staff training, monetary 
expenses, risk-reduction kit, 
T-shirt, certificate, hours/
sessions invested

■  Use of substances, use of 
substances prior to & during 
sexual intercourse

■  Good process of 
implementation, fidelity 
was not assessed

■  Large, statistically 
significant reductions in 
mean number of days of 
substance use

■  Both individual and 
group formats were 
effective. Reductions 
in the number of times 
coloured women used 
substances prior to/
during sex
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Smith et al established encouraging, albeit modest, statistically significant intervention 
effects for substance use, especially for girls, at a 2.5-year follow-up. Although both males and 
females receiving the programme reported a smaller increase in recent cigarette and alcohol 
use, compared to the controls, programme effects on cigarette and alcohol use were stronger 
for girls (non-users at baseline). In addition, the girls who received the programme were less 
likely to initiate marijuana use, compared to their male counterparts. The programme had 
no effect on sexual risk-taking. Smith et al’s explanation of the modest (or no) intervention 
effects included problems with operationalisation and measurement of variables relating to 
sexual risk, non-probability randomisation, not obtaining data from dropouts, and reliance 
on self-reported behaviour as a measure of change.

Resnicow et al found no statistically significant intervention effects for past month 
cigarette, marijuana, binge drinking and hard drugs, at a two-year post-intervention. 
In addition, no statistically significant intervention effects were obtained in relation to 
participant perceived harm of ever used a substance, perceived refusal skills or attitude 
towards substance use. Still, statistically significant intervention effects were found for 
gender and race; the HM intervention was more effective for males and black students, 
whereas the LST intervention was more effective for females and coloured students. The 
authors attribute the null effect to the high ICC/homogeneity of race, the absence of booster 
sessions and potential flaws in adaptation procedures. Also, the stringent (yet appropriate) 
intention-to-treat approach may have masked favourable outcomes. Resnicow et al re-ran 
the statistical analysis without an intention-to-treat design and found statistically significant 
intervention effects for smoking and for all the psycho-social variables.

Karnell et al did not find statistically significant intervention effects for any alcohol-
related variables (ie, frequency and quantity of use, refusal self-efficacy and attitudes) or 
for HIV-related psycho-social variables (eg, condom use attitudes and self-efficacy), at 
the five-month follow-up. An intervention effect was found for alcohol use concurrent 
with sexual intercourse for students who were virgins at pre-test. The authors report that 
‘intervention students who had not had sex at the time of pre-test, were less likely to 
drink or indicate that their partners would drink, before or during the last time they had 
sex’ (Karnell et al, 2006: 304). However, potential conceptual problems arise here, as it 
is unclear if (and how many) students had sex at post-test. Intervention students who 
were virgins at pre-test were 61 in total, but there is no indication of how many had sex 
at post-test. Karnell et al attribute null intervention effects to reliance on self-reports, 
lack of privacy due to space restrictions and the use of English, instead of Zulu, as the 
intervention/survey language.

Cupp et al provided statistically significant intervention effects for one (out of the four) 
alcohol-related variables, namely alcohol refusal self-efficacy, for the 4–6 and 15–18-month 
follow-ups. Specifically, students in the intervention groups showed a greater increase in 
their ability to refuse alcohol, than their control counterparts, but the intervention had no 
effect on alcohol-related attitudes, intentions, or for ‘ever using alcohol’.

To conclude, outcome evaluation showed that intervention effects were modest at best for 
the primary interventions, with the exception of Wechsberg et al, who clearly demonstrated 
the benefits of using a brief intervention to reduce substance abuse (for a comparison of the 
interventions, see Table 14.3).
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Final remarks
Overall, findings suggest that, despite considerable efforts and resources invested in their 
development and implementation, South African primary prevention interventions for 
young people were only moderately successful in reducing or stopping substance use. 
The intervention that showed the most statistically significant reductions (Wechsberg 
et al) was a secondary prevention intervention (participants were chosen on the basis of 
symptomatology, ie, drug use). We will now discuss possible reasons for the observed 
outcomes and make suggestions for future research.

Follow-up assessment times differed in the reviewed interventions, and the shortest 
follow-up (one month in the Wechsberg et al study) yielded the most statistically significant 
outcomes. It is unclear whether these favourable outcomes would be obtained, and 
maintained, in longer-term assessments.

Except for Wechsberg et al, the interventions reviewed here were based on long-term 
LST strategies that incorporated abstinence/cessation messages. Additionally, except for 
Resnicow et al, the reviewed interventions targeted sexual risk-taking in conjunction with 
substance use. Historically, preventive efforts have been based on the LST approach, but 
recent evidence has questioned its widespread use, on the basis of conceptual and empirical 
considerations (Foxcroft et al, 2003; O’Leary Tevyaw & Monti, 2004). Conceptually, 
promoting abstinence, or refusal, messages to young people, and in particular to those 
who have already started using substances, may make no sense to them. Global and South 
African statistics report that young people use legal and/or illegal substances. Attempting 
to implement abstinence, or a more stringent ‘just say no’ philosophy, can be perceived 
as unrealistic and offensive by the user. For example, a ‘just-say-no’ philosophy implies 
that drug use is dependent on personal choice and responsibility, which consequently 
reprimands the individual for use and consequences of use. Such an approach to drug 
use and its prevention will ultimately prompt defensive responses from a section of the 
population, potentially sabotaging intervention efforts from the start. Moreover, advocating 
personal responsibility and choice in substance use is inconsistent with what is known 
about the neurophysiology and neuropharmacology of drug use. Specifically, substance 
use may well be ‘a personal choice’ to begin with, but it progressively becomes habitual/
automatic, reflecting underlying neuropharmacological and physiological mechanisms that 
underpin instrumental learning, or addiction (Nestler, 2004). It is now known that the 
action of the neurotransmitter dopamine on neuron receptors in the nucleus accumbens of 
the brain plays a critical role in establishing and maintaining substance use, or addiction 
(Tomkins & Sellers, 2001). This involuntary, or addictive, component, distinguishes 
substance use from other risk-taking activities, and further questions the general problem-
behaviour approach, as well as the use of generic cognitive LST interventions. While 
some evidence supports a general propensity of people to engage in more than one risk 
activity (Jessor & Jessor, 1977), this approach overlooks fundamental variations among the 
nature of risk-taking activities, and the differential underlying motivations of the people 
involved. Consequently, using LST approaches targeting more than one risk-taking activity, 
and in particular substance use and sexual risk, may not be warranted, conceptually and 
empirically. This notwithstanding, we have not come across data suggesting that combined 
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interventions harm the participants. In addressing LST approaches specifically, however, 
data exists suggesting ineffectiveness in terms of outcomes (Foxcroft et al, 2003) and 
adversity in a sample of high-risk female adolescents (Palinkas et al, 1996). Data from the 
reviewed studies did not provide support for combining sexual risk and substance use 
interventions. For example, Smith et al managed to modify substance use but not sexual 
risk-taking.

The current alternative to LST programmes are the brief harm-minimisation interventions, 
which also incorporate skills training but emphasise empowering and motivating the 
individual to change, without promoting moralistic, zero-tolerance messages. HM is said 
to reflect a ‘paradigmatic shift in theory, method and approach toward intervening with 
substance abuse’ (O’Leary Tevyaw & Monti, 2004:64). HM may be more relevant to light 
users, to those with a short history of substance use, and to those who are not very motivated 
to stop using, as adolescents and young adults often are (Monti, Colby & O’Leary, 2001b). 
Promoting harm minimisation, instead of abstinence/cessation, might resonate well with 
adolescents who tend to view substance use as a normative phenomenon, and tend to 
reject and rebel against ‘what grown-ups’ expect of them. Data from international studies 
demonstrate the efficacy of brief HM interventions for adolescent drinking (eg, Baer et al, 
2001; Monti et al, 1999) and smoking (eg, Colby et al, 1998). Findings from the South 
African interventions add to international data, providing some support for using HM 
approaches. Resnicow et al showed that both an LST and an HM intervention were effective, 
but differed according to populations: overall, black students seemed to respond better to 
HM messages, and coloured students to LST messages, and the HM intervention appeared 
to be more effective for boys. Wechsberg et al demonstrated the effectiveness of using a brief 
HM intervention for high-risk females, yet this intervention was not tested against a control 
group. Given the sound conceptual basis of HM, the international and local data supporting 
HM approaches, and the fewer resources required for their implementation, further testing 
of HM interventions may be warranted in South Africa.

Although both LST and HM approaches draw from sound psychological theoretical 
models, such as social learning theory (Bandura, 1977) and humanistic psychology (Rogers, 
1975), these are not currently the main (or the only) theories used to study risk-taking. 
Specifically, risk-taking behaviours are being investigated via models of social cognition: 
for example, the health belief model (Rosenstock, 1966), protection motivation theory 
(Rogers, 1975), self-regulation theory (Leventhal, Safer & Panagis, 1983) and the theory 
of planned behaviour (Ajzen, 1991), which share the common assumption that people’s 
perceptions, beliefs and cognitions lead to behaviour. Studying risk-taking behaviours 
with socio-cognitive models has shed light into which specific attitudes, beliefs, norms 
and significant referent influences impact risk behaviours for the populations at hand. For 
example, data drawn from studies that have used the theory of planned behaviour (Ajzen, 
1991) to investigate predictors of university undergraduate binge drinking (Norman et al, 
1998), demonstrated that frequent binge drinkers were less likely to believe that binge 
drinking was under their control, and more likely to cite a number of environmental 
factors that facilitated the behaviour. Marcoux and Shope (1997) applied the theory of 
planned behaviour to examine predictors of elementary and high school students’ alcohol 



Substance use and abuse in South Africa

274

consumption, and found that peer pressure and friends’ experience with alcohol were 
the two most important variables in this model. Additionally, parental normative beliefs 
emerged as an important predictor of alcohol consumption. In South Africa, Morojele 
et al (2000) found that the theory of planned behaviour constructs were able to predict 
binge drinking intentions in female dropouts from three schools (Grade 12) in Cape Town, 
while pointing to possible ‘cultural’ influences. Each school comprised a differed racially 
stratified sample (white, coloured and black/Xhosa participants). Results differed according 
to racial composition: perceived behavioural control (ie, how easy it was for participants 
to engage in the behaviour) was established as an independent predictor of binge drinking 
in all schools; attitudes were a key predictor in the white and black/Xhosa schools; and 
subjective norms (ie, peer pressure) were an independent predictor in the coloured school 
only.

The point we are trying to make here is that, empirically, it makes more sense to base 
interventions on theoretical models created for, or directly relevant to, the study of health 
and risk activities, instead of basing interventions on broad psychological theories.

Another possible reason for the modest effectiveness of the reviewed interventions 
might be unsuccessful (or no) cultural adaptation. For example, Karnell et al and Cupp 
et al did not report a process of cultural implementation, and Smith et al placed too much 
emphasis on teacher perspective. Although teacher opinion is necessary when it comes to 
the practical aspects of delivering the intervention to their students, teachers are little more 
than observers of student life, often dismayed by student risk-taking experiences. Teachers 
may hold outdated or idealistic notions of what it means to be an adolescent, as well as 
unrealistic perceptions of actual student life. Therefore, using teachers and other adults 
(including experts) as main agents of programme development could potentially interfere 
with its efficacy. Enlisting students as experts is reportedly not only the best mechanism 
for achieving a culturally grounded curriculum (Holleran Steiker, 2006), but also studies 
have shown that the process of cultural adaptation/programme creation functions as an 
intervention in its own right (Holleran Steiker, 2008).

To sum up, it may be that conceptual, theoretical and methodological issues pertaining 
to adaptation processes contribute to diminished effectiveness of South African substance 
abuse interventions for young people.

Conclusion: suggestions for successful interventions
1.  When programmes originate outside of South Africa, local researchers need to make 

sure that the imported intervention is of established effectiveness.
2.  When importing interventions, cultural adaptations should use members of the target 

audience as primary information sources, whilst balancing for fidelity.
3.  If a choice must be made between an LST and an HM approach, both strategies need 

to be tested against each other to assess best fit for the target population.
4.  In general, moralistic judgments pertaining to the way of life of the target population 

need to be avoided.
5.  Robust designs are the best (ie, RCTs), together with undertaking appropriate 

statistical analyses to account for the intra-class correlation coefficient (ICC). 
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Additionally, attrition needs to be reported, along with the ways it was dealt with (eg, 
by conducting an intention-to-treat analysis).

6.  When applicable, the CONSORT Statement can be consulted as a means for 
enhancing the external and internal validity of the intervention.

7.  Those who deliver the intervention must be adequately trained, both in theory and in 
practice.

8.  Ideally, the intervention needs to be evaluated at all stages, from conception to 
outcome.

9. Given that knowledge and expertise exists, the creation of an original, authentic South 
African substance use intervention is warranted.

10. Because of scientific requirements of assessment, accountability and replication, final 
reports of the intervention must be clearly and analytically written, documenting all 
stages of intervention construction, implementation and evaluation.
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15
  Interpersonal violence in South Africa 
and substance misuse: connections 
and approaches to prevention

Catherine L. Ward

Introduction
As well as having one of the highest rates of substance abuse in the world, South Africa  
has one of the highest recorded rates of interpersonal violence in the world (Norman, 
Matzopoulos, Groenewald & Bradshaw, 2007). This chapter uses a control theory 
perspective (Gottfredson & Hirschi, 1990; Le Blanc, 1997; Catalano & Hawkins, 1996) 
to trace the origins of both problems to the impact of the nation’s colonial and apartheid 
history on families, education and employment, and the differential access to resources 
for different race groups that this history created. The chapter focuses chiefly on youth 
development, for two reasons: in terms of interpersonal violence, it is young people (chiefly 
young men) who are most at risk (Norman et al, 2007); and a focus on youth development 
lends itself most naturally to a focus on prevention, which this chapter will also attempt to 
address briefly.

Violence and substance misuse in South Africa
The national homicide rate (64.8 per 100 000 in the year 2000) places South Africa 
among the most violent places in the world (Norman et al, 2007). Homicide is the 
second leading cause of death after HIV/AIDS (Bradshaw et al, 2003). Non-fatal injuries 
also occur at very high rates, compared with other countries where recorded rates are 
available (Norman et al, 2007). It is clear that one of the major drivers of this high 
rate of mortality and injury is alcohol use (although other intoxicating substances are 
also implicated). A series of studies of patients presenting to trauma units in major 
centres across the country consistently finds that more than half of patients present 
with injuries resulting from interpersonal violence, and those whose injuries have been 
sustained as a result of violence are more likely to test positive for alcohol than those 
whose injuries were sustained in an unintentional manner. Furthermore, the most 
frequently used substances in this group were alcohol, followed by cannabis and (in 
Cape Town) a combination of cannabis and methaqualone (Plüddemann, Parry, Donson 
& Sukhai, 2004; Bowley et al, 2004; Peden, Van der Spuy, Smith & Bautz, 2000; Parry 
et al, 2005; Parry, Tibbs, Van der Spuy & Cummins, 1996). Alcohol is also the most 
common primary substance of abuse that presents at treatment sites across the country 
(Plüddemann et al, 2009).
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The apartheid connection
A uniquely South African twist to this story comes with the hints from epidemiological studies 
that the use of most substances, including alcohol, differs by race and class (see Chapter 1  
for a full discussion). For instance, in a national study, white men were most likely, and 
Asian women least likely, to drink alcohol. Alcohol problems were associated with lower 
socio-economic status, no school education (in women) and being over the age of 25 (Parry 
et al, 2005). A study of patients accessing community health centres in Cape Town for 
primary care found that black women were least at risk for using all substances, while the 
use of drugs other than alcohol was particularly associated with coloured men and women 
(Ward et al, 2008). Other indicators of these demographic differences include the high rates 
of fetal alcohol syndrome in wine-growing areas (May et al, 2000), where farm workers, 
usually coloured labourers in these areas, were historically paid by the ‘dop’ system – crude 
wine from the farm to start and end the day, a habit that has influenced drinking patterns 
among agricultural labourers today (London, 1982). Race and class (in the sense of ability to 
pay) also influence who presents for treatment, and there are also possible race and gender 
effects at play in terms of primary drug of choice among patients presenting at treatment 
centres (Plüddemann et al, 2009).

Of course, race and class are not intrinsically linked to substance misuse. They are 
merely signifiers for who has access to which resources – perhaps most notably, who has 
access to the protections conferred by education, employment and treatment, and access 
to what quality of these resources. Current studies show that education and employment 
are both associated with what substances one uses and the extent of that use or misuse 
(see, for instance, Parry et al, 2005; Ward et al, 2008; Chapter 1, this volume), a view 
which is consistent with control theories of risk behaviours (both substance misuse and 
violence, as well as other risk behaviours such as delinquency generally; see Gottfredson & 
Hirschi, 1990; Le Blanc, 1997; Catalano & Hawkins, 1996). Current studies also show that 
different races and classes have different access to treatment (Myers, Louw & Fakier, 2008; 
Plüddemann et al, 2009).

Social controls and the effects of colonialism and apartheid
Control theory perspectives typically focus on adolescent development, asserting that the 
ability of young people to develop prosocial behaviours (rather than antisocial ones) depends 
on the extent to which adolescents are able to internalise controls, or prosocial values, 
attitudes and behaviours, through socialisation processes in important contexts, particularly 
the family, the school and the community (Gottfredson & Hirschi, 1990; Le Blanc, 1997; 
Catalano & Hawkins, 1996). In this sense, control theory stands outside the debate about 
choice versus disease that is described, for example, in Chapter 11 of this volume: instead 
of considering individual choice or illness, control theory perspectives ask about whether 
the conditions present during child and adolescent development made it more likely that 
someone would internalise prosocial or antisocial values and behaviour.

Coovadia, Jewkes, Barron, Sanders & McIntyre (2009) trace the colonial and apartheid 
history of South Africa, which is summarised briefly here as background. The first white 
settlers came to South Africa in 1652 to found a refreshment station for the Dutch East India 



Interpersonal violence in South Africa and substance misuse

283

Company at the Cape of Good Hope. The Cape at that time was occupied by the indigenous 
San and Khoikhoi peoples, who were dispossessed of their lands by the white settlers and 
either forced to work on settler farms or driven off. From 1654, slaves were imported 
into the Cape to work on the farms, from West Africa, Indonesia, India, Mozambique and 
Madagascar. The descendants of these slaves and farm workers were to be some of the people 
classified coloured or Asian (Indian) under apartheid. In 1806 Britain took over rule of the 
Cape Colony from the Dutch East India Company. Over the following century, migration 
and military expansion from the Cape Colony saw the occupation of what is today South 
Africa. In the process, several other indigenous African tribes, such as the amaXhosa and 
the amaZulu, were encountered and subdued through the military might of the colonial 
power. In 1910, the Union of South Africa brought together the two Afrikaner republics (the 
Transvaal and the Orange Free State) and the two British colonies (the Cape and Natal) as 
provinces within a single state, which then became a dominion within the British Empire. 
The Union had been opposed by the African National Congress, which had been formed 
in 1912, because it denied representation to the black majority. Apartheid was introduced 
formally in 1948, when the National Party came to power. Resistance to apartheid increased 
sharply from 1960 onwards and eventually led to the dismantling of apartheid and to the 
first democratic elections in 1994.

This necessarily brief outline of South Africa’s political history serves as a prelude to a 
more detailed discussion of how access to the resources of family, education and work has 
become organised along race and class lines that still influence such access today. In addition, 
this history has also influenced access to alcohol. As Mager (2004) describes, grapes had 
been grown for alcohol since the earliest days of white settlement in the Cape (mid-1600s), 
and by the 1800s a liquor industry was thriving. This led to a bifurcation in the way alcohol 
was viewed, and hence to a bifurcation in the way it was handled: the sale of alcohol was 
good for the economy of the young colony and therefore to be promoted, but while white 
drunkenness could be tolerated, African drunkenness was to be feared, a view that was 
fuelled partly by racial phobia, but also partly by economic concerns, since an effective 
workforce needed to be sober (Mager, 2004). A commission of inquiry was instituted to 
address this problem in the late 1800s, and the chosen solution was selective prohibition: 
in what is now the Western Cape, a steady flow of alcohol was to be maintained to coloured 
farm labourers by means of the ‘dop’ system – thus effectively creating a dependency on 
the farmer – but otherwise labourers for farms and mines were to be maintained relatively 
sober so that they could continue to be productive. Prohibition for whites, however, was not 
considered (Mager, 2004). Selective prohibition was only repealed in 1961 (Mager, 2008).

Later, under apartheid, several government initiatives also attempted to control access 
to alcohol. For instance, although home-brewed beers had long been part of traditional 
life in many indigenous groups, government assumed control of the manufacture and sale 
of these with the Native Urban Areas Act of 1923 and the Sorghum Beer Act No. 63 of 
1962 (Mager, 2008). Together with a prohibition on people of colour setting up commercial 
enterprises, and the general prohibition on sales of alcohol to people of colour, this led 
both to a proliferation of shebeens (illegal liquor outlets) and to the promotion of South 
African Breweries’ production of sorghum beer (Mager, 2008). However, after the 1976 
student uprisings, clear beer – produced by commercial liquor producers – suddenly began 
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to replace traditional beer in popularity, as young drinkers began to introduce new drinking 
rituals as part of the struggle against apartheid, and the commercial producers capitalised 
on this with novel, struggle-oriented marketing techniques aimed at the township markets 
(Mager, 2004). Since market growth has been in this illicit industry rather than in legal 
markets, it has been in the interest of South African Breweries to keep it supplied in order 
to hold onto the market share (two-thirds of the South African beer market), and to keep 
a strategy of maintaining low prices in the townships that are affordable to the low-wage 
earners in that market (Mager, 2008).

Clearly, therefore, access to alcohol at least has been (and still is) structured along race 
and class lines. However, habits of risky substance misuse, and how this develops along 
race and class lines, may also be understood from a control theory perspective, if one 
considers the influence of colonialism and apartheid on the key socialising arenas of the 
family, the community and the school. Control theories, in essence, hold that when young 
people have warm relationships with parents (who are able to monitor their whereabouts 
and their relationships with their friends, and enforce household rules without resorting to 
rigid or harsh punishment); when they have friends who are not themselves delinquent; 
when they attend functioning schools to which they have formed an attachment and which 
offer them a hope for the future after school; and when their broader communities work 
together with these smaller social institutions to reinforce social norms such as working 
for a living, then it is less likely that substance use (or violence, or criminal activities, or 
risky sex) will be viewed as options by young people (Gottfredson & Hirschi, 1990; Le 
Blanc, 1997; Catalano & Hawkins, 1996). It is in their effects on the school, the family and 
the community that colonialism and apartheid also set the scene for widespread substance 
misuse and violence.

Education, apartheid and substance misuse
In terms of education, perhaps the earliest direct association between schooling and 
substances is noted in Jan van Riebeeck’s diary on 17 April 1658 (six years after he arrived 
at the Cape):

Began holding school for young slaves … To stimulate the slaves’ attention while at school, and 
to induce them to learn the Christian prayer, they were promised each a glass of brandy and 
two inches of tobacco when they finish their task. (Quoted in Christie, 1985:32, citing Horrell, 
1970:3)

However, most of the influence of colonialism on substance use through schooling was not 
so direct, but rather via its segregation of the races and the institution of inferior education 
for ‘non-European’ races.

Very little in the way of schooling was available for children of any race group in the early 
centuries of the colony (Christie, 1985). What was available typically had religious content 
and purposes, and was not always segregated. However, this began to change when the 
British assumed control of the Cape Colony, as they paid more attention to education than 
the Dutch, and by 1839 they had set up a Department of Education and were subsidising 
schools. Primary education was made free, but secondary education was not. And alongside 
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the free schools, there were private schools that were available only to the wealthy. However, 
these changes had effect chiefly in towns; many rural children (including white children) 
received little or no education.

Two important laws were passed during this period which were to have effects on 
schooling. In 1828, Ordinance 50 in the Cape gave equal rights to ‘free persons of colour’; 
they were thus no longer tied to agricultural work but could migrate to the towns (Pinnock, 
1982). In 1833, across the British Empire, all slaves were freed, and of course Ordinance 
50 applied to them, too. The ultimate effect of this was that white farmers could no longer 
rely on slave labour to work their land, and by 1900, in Cape Town at least, there were large 
squatter camps and overcrowded tenements (Pinnock, 1982). Christie (1985) argues that 
schooling was then used to instil ‘social discipline’, especially among ‘coloured’ people, who 
were to be prepared via schooling to become wage labourers. She goes on to point out that 
this schooling may have made elementary education available to some ‘coloured’ people, but 
by no means all, and certainly secondary education remained beyond their financial grasp. 
Secondary and higher education remained the domain of the privileged, and so education 
introduced a class differential (Christie, 1985).

Similarly, education for African people was provided by mission schools, often with the 
explicit aim of making them a part of the colony (rather than ‘dangerous barbarians’ living 
on the colony’s borders) – but as unskilled labourers, not as skilled workers. By the end of 
the 1800s there were a few Africans who were sufficiently well educated to have earned the 
vote, but they were distinctly in the minority.

These patterns of unequal schooling were echoed in the Transvaal, Natal and the Orange 
Free State. Wealthy children received more schooling than the poor, and Africans were 
educated to become labourers. As minerals (chiefly gold and diamonds) were discovered 
and the mining industry established, these differences in labour became even more 
entrenched along racial lines: white workers did skilled jobs, were paid more, and could 
unionise. Almost all black workers did unskilled work, were paid less, and could not 
unionise; their movements were also controlled by pass laws, and so they could not work 
where and when they pleased. At first these situations were informal, but by 1923 they 
were instantiated in law.

The development of mining drove a concomitant need for skilled labour, and hence 
drove an increased push for free education. The British administration had taken over 
education in the Transvaal and the Orange Free State after the Anglo-Boer War, and in 
1902 in the Transvaal free primary education was made compulsory for all whites. This was 
followed shortly by similar ordinances in all provinces, and then the ages of attendance were 
made compulsory from 7 to 14, and then 7 to 16 years. However, education was not made 
compulsory for Africans, although increased funding was given to mission schools.

During the 1940s, industrialisation continued apace, driven by the Second World War 
and the need to ensure that the country could survive even if all supply lines were cut 
off. Migration to towns continued to increase, as they appeared to offer the best chance 
of survival. In 1948, the National Party was elected to power, and began to institute 
the apartheid system on the base that had already been established. In 1953, the Bantu 
Education Act was passed, which required all schools for Africans to be registered with the 
government, and which therefore effectively closed most mission schools. Acts governing 
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coloured education (1963), Indian education (1965) and white education (1967) were then 
passed. The net effect of these acts was to entrench class inequalities in education.

Although these acts have been repealed and there is now one National Department 
of Education for all children, the effects of the apartheid system continue to be felt in 
South African schools. Inherited inequalities in schools persist alongside the inequalities 
of residential neighbourhood, and differential fees and fund-raising capacities across 
neighbourhoods are among the mechanisms that continue to drive inequalities (Lemon 
& Battersby-Lennard, 2009). There are also differences in learner-educator ratios and in 
educational quality across white and black schools (Yamauchi, 2005), as well as poorer 
facilities and human capital in black schools (Fiske & Ladd, 2006).

Perhaps the ultimate failure of schooling for young people of colour is that, at each 
point in South Africa’s history, as now, it has failed to provide a clear connection between 
education and the job world (Mokwena, 1991). This is borne out by a comparison between 
success at the senior certificate (school-leaving) examination, and employment rates. Since 
2001, the pass rate in the senior certificate examination has varied between 61.7% and 
73.3%, but unemployment (the percentage of young people who were actively looking for 
work) in the age range 15–24 years over the same period has varied between 46.1% and 
59.1% (Presidency, 2009). Many young people have therefore left school in the hopes of 
finding a job, but have not been successful.

The education that today’s young people have inherited from the colonial and apartheid 
systems is thus both poorly resourced and not very likely to lead to work. This undermines its 
effectiveness as a socialising instrument. There is little point in attaching to, and internalising 
the values of, an institution that is as weak as the schools that were historically for children 
of colour. One indicator of this is the high rate of dropout (see, for instance, Wegner, Flisher, 
Chikobvu, Lombard, & King, 2008), which carries with it an increased risk for substance 
use (Townsend, Flisher & King, 2007). Dropout and substance use also carry with them an 
increased risk of delinquency and crime (Ellickson, Saner & McGuigan, 1997), probably 
because young people with relatively less education have relatively less likelihood of entering 
the legitimate job market, and hence relatively fewer means of legitimately accessing material 
goods (or of coming by the means to pay for their drug of choice). They are therefore at an 
increased risk of turning to crime as a means to an end.

Families, apartheid and substance misuse
Colonialism and apartheid affected families, also a key socialising influence for young 
people. As with their effect on education, this history, too, is intertwined with the economic 
growth of the country. With mining and associated manufacturing driving the economy, 
the demand for cheap (black male) labour grew apace, and a combination of legislation, 
taxes and restrictions on access to land combined to undermine what had been a thriving 
rural black agricultural economy, to drive black men into mine labour (Coovadia et al, 
2009). Coovadia et al (2009) note that there were 10 000 miners in 1889, and that this 
had doubled by 1910, and doubled again to 40 000 by 1940. Men began to migrate to 
urban areas in order to find work in the mines. Women and children, however, tended 
to remain in rural areas, as there were fewer work opportunities for women in the towns. 
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After 1948, when the National Party came to power, the system was solidified when the 
former rural land reserves were designated as Bantustans, or black homelands, and black 
people were recognised only as citizens of these new ‘states’, rather than as citizens of 
South Africa. However, the only available employment was in the cities, which could be 
accessed by those who carried the appropriate passes. The Bantustans therefore were large, 
poverty-stricken areas inhabited largely by unemployed women, children, the elderly and 
the infirm, while able-bodied men were away at work in the cities (Coovadia et al, 2009). 
The very structure of black families was undermined by the economic structure of the 
country.

Many coloured families had always lived in the cities, initially as slaves and then as free 
workers. They were, however, by no means immune to the effects of colonialism, apartheid 
and their relationship with economics. One well-documented area that gives insight into 
the effects on both families and a community is District Six in Cape Town. Pinnock (1984) 
documents how, after the First World War, District Six started to become a place where 
working class people could live and scratch out a living in the nearby city. Often these 
were coloured families, but the area also included black, Jewish, Indian and other recent 
immigrants to Cape Town (Hart, 1990). According to Pinnock (1984), it had a population 
of 22 440 in 1936; by 1940 this was around 40 000, as migration into the city continued. 
Under these conditions, every available piece of housing was overcrowded, and waiting lists 
for accommodation were long. On the one hand, and perhaps inevitably, this level of poverty 
and overcrowding was accompanied by problems: shebeens and gambling-houses sprang 
up, and street gangs formed. The Globe Group, a group of older shopkeepers, exerted some 
control over the street gangs in the 1940s, but the gangs also began to demand protection 
money from those who ran businesses in their territory, were for hire as a political hit-force, 
and ran their own shebeens and gambling dens (Pinnock, 1984). As Hart (1990) notes, this 
gang activity was a form of internal policing rather than a threat to the ordinary residents 
of District Six.

However, despite these problems of the urban slum, literary and oral evidence attest to a 
thriving community in District Six with a tremendous sense of place and of belonging (Hart, 
1990; Nasson, 1990; Dudley, 1990). Part of what seems to have played a role in creating 
this fabric was a density of places of worship and small shops where impoverished families 
could buy small amounts of what was needed – a single potato, a few spoons of jam – or buy 
on credit, because they were known (Nasson, 1990). What must crucially be recognised, 
too, is that jobs were available to this poor and poorly skilled community in the docks and 
railways, the building trade, fishing and food and clothing production (Bickford-Smith, 
1990). These sectors had grown in the years following the Second World War (Pinnock, 
1984), and all were geographically within a short distance of District Six, and therefore 
within reach of its residents.

This was all threatened with the institution of apartheid and the Group Areas Act of 
1950, which designated certain areas of the country for particular race groups. In February 
1966 the larger part of District Six was formally proclaimed a white area under the Group 
Areas Act; it had taken that long because the Cape Town City Council was in opposition 
to the national government over declaring the area white (Hart, 1990). However, from  
11 February 1966, the 33 500 residents who had been officially enumerated in the most 



Substance use and abuse in South Africa

288

recent census (and who were identified as ‘non-White’) were given one year to prepare for 
removal to a new township. The national government then granted funds to the city to build 
housing schemes at Rylands Estate, Belhar and Hanover Park. Estimates of those actually 
moved vary from 55 000 to 60 000. The discrepancy between these estimates and the 
official census is explained by the high levels of immigration to the area and the high levels 
of so-called ‘illegal dwelling’ (Hart, 1990).

The effects of these removals, for those who did get new housing, were several. First, 
many were denied compensation for payments on what was essentially a hire-purchase 
scheme towards buying their houses. Those who were in arrears on their rental were denied 
rights to alternative housing. And those who had invested in maintenance of houses they 
had rented were denied any compensation (Hart, 1990). Alternative housing was often 
less than adequate, and particularly fell short in terms of the density of shops and places of 
worship that District Six had provided. Many other community services were also less than 
adequate, even compared with District Six (Hart, 1990). Significantly, however, removal to 
the new townships moved people long commuting distances from their sources of income, 
and, frequently, raised their rental (Hart, 1990). It is in this economic separation, and also 
in the breakdown of informal community ties that provide controls for young people and 
their families, that today’s coloured gangs began to form.

Pinnock (1984:56) quotes an interview conducted by Western (1981), in which 
Western’s respondent gives a wonderful example of the informal social controls which 
had prevailed among coloured families in Mowbray, prior to their removal under 
apartheid:

When I was 15 or 16 if we did anything rude, offhanded, in the street – like going to bars or 
smoking or taking a dame out – you’d get a pak [slap] at night at home; they [parents] knew 
about it right away … It was the old men who used to stand at the corners chatting or sit on 
the stoeps; they’d pretend to be reading the Koran or a comic or playing karem or whatever, but 
out of the corner of their eye they were really watching you.

This was the social support that helped working class families to parent, and that kept their 
children out of trouble. However, with the removals to the new townships, these networks 
were broken, as individual families (and sometimes pieces of families) were moved to 
different places, rather than neighbourhoods being moved together (Pinnock, 1984). The 
change was further marked by an increase in single motherhood among coloured women, 
and a lack of access to extended family care for children, in the generation that first had 
their children in the townships – a dramatic change from the way in which these women 
had themselves been parented, and an indicator of how families ties had been disrupted 
(Pinnock, 1984).

Similar changes would of course have been experienced by black families who had been 
forced to live in urban ‘locations’ by the Urban Areas Act of 1923, by black families forcibly 
moved out of District Six into ‘black group areas’, and by coloured families moved out of other 
areas into ‘coloured group areas’. District Six is just one particularly well-documented example.

Another influence on family life in South Africa, particularly on families of colour, was 
the political struggle, which during the 1980s became more youth-based. Following the 
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1976 school uprising in Soweto, young people moved more and more into the vanguard 
of the anti-apartheid struggle, and school boycotts became more and more frequent. 
Although the authority of the state was challenged in the streets and at school, this often 
led to intergenerational conflict at home, and families were weakened as young people 
also challenged the authority of their parents (Mokwena, 1991). Mokwena (1991) thus 
suggests that the political culture of the 1980s became the dominant socialising force 
for many young people, who, without the stabilising forces of family or school, began 
to slide into the life of the streets where they may easily have been introduced to a life 
of crime.

Some indicators of problems in family life today include apparently high rates of child 
maltreatment across the country (Dawes & Ward, 2008; Richter & Dawes, 2008) and 
high rates of intimate partner violence. In a recent nationally representative study of youth 
victimisation, conducted among young people aged 12–22, 21.8% reported witnessing 
violent disputes between members of their families (Leoschut & Burton, 2006). These are 
often serious altercations: in 39.8% of these disputes, a weapon was used, and in 27.6%, 
injuries were sustained (Leoschut & Burton, 2006). Other indicators of problems in families, 
from the same survey, are that 8.3% of adult members of households were reported to have 
used illicit drugs, and 2.1% were reported to have dealt in drugs; a far higher percentage 
(10.5%) were reported to have done something that broke the law (Leoschut & Burton, 
2006). Coloured participants were more likely to report witnessing violence at home, 
followed by black and then Indian participants (Leoschut & Burton, 2006), indicating that 
much of the fracturing of families and communities that was introduced by colonialism and 
apartheid continues to be experienced by today’s families.

The net result of the weakening of the family, the school and the community as 
socialising influences (as prosocial influences, that is), and the removal of the opportunity 
for meaningful work (in some cases, even work of any sort), has been to increase risk for 
crime. One form that this has taken is the formation of gangs in township areas. Pinnock 
(1984) suggests that gangs in Hanover Park are an inevitable consequence of the removal 
of families from District Six to Hanover Park, because this removal broke the ties of 
community and family, and removed access to income. Steinberg (2004) traces how gangs 
developed around the mining industry in Johannesburg: young black men, disaffected from 
the notion of low-wage labour as the only option open to them, formed gangs and began 
robbing miners. This eventually led to the formation of the ‘numbers’ gangs that persist 
through all the country’s prisons today, and which have links to gangs outside of prison 
(Steinberg, 2004). Mokwena (1991) suggests that gangs in Soweto emerged in waves: first 
in response to mining, as Steinberg (2004) suggests; then in the 1950s in response to the 
establishment of the urban townships; then, after a period of relative control in the 1960s 
(marked by economic growth and the institution of Bantu education), there was another 
wave of gangs in the 1970s in response to the economic recession of that decade; and 
finally, gangs emerged again partly as a consequence of the weakening of social restraint 
during the political resistance to apartheid of the 1980s. One of the indicators of the extent 
of the breakdown of family, school and community is the endurance of high levels of gang 
involvement. Estimates from the 1990s suggested that there were then 130 gangs in Cape 
Town alone, with 100 000 members (Standing, 2005).
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Gangs and substances
There are, of course, clear direct relationships between gangs and drugs. Pinnock (1984) 
notes that a predominant gang ritual for Cape Town gangs since the mid-1970s had been the 
smoking of a ‘white pipe’, the smoking of cannabis and methaqualone (known colloquially 
as dagga and Mandrax, respectively) together in a broken bottle. Otherwise, however, it is 
only recently that the connection between gangs and drugs has explicitly been noted. Young 
people who lived in Cape Town communities noted that gangs were centrally involved in 
the drug trade, and that substance misuse was a frequent route into the gang for young 
addicts. In order to fund their addiction, they might begin running drugs for the gang, and 
this might eventually lead to full membership (Ward & Bakhuis, 2009). The establishment 
of democracy in South Africa has facilitated drug trading for gangs, since it has led to 
weakened border controls, and allowed gangs within South Africa to connect with organised 
crime groups outside the country, who are, among other factors, literally trading on South 
Africa’s convenient geographical position on international drug routes (Louw, 1997). One 
of the connections between drugs and violence, then, is not only the direct connection 
between intoxication and individual acts of violence, but turf wars between rival gangs over 
drug sales areas (Legget, 2005).

Families, schools and communities today
Apartheid and colonialism thus created conditions in which families, schools and communities 
were weakened, and both joblessness and the inability to seek gainful work reached high 
levels. Although South Africa has had a democratic government since 1994, the period 
has proved too short a time to reverse these trends. Many people of colour still live in the 
townships to which apartheid relegated them, and these areas continue to be under-served 
(for instance, see Nleya, 2008). One of the continued features of townships is the many 
shebeens, which may have originated during prohibition (Mager, 2004), but which today 
may be licensed or unlicensed. They continue to be at high density in township areas, and 
are frequently the site of alcohol-fuelled violence, as noted in a study of Cape Peninsula 
townships (Bray, Gooskens, Kahn, Moses & Seekings, 2010). Often, these provide the sole 
income for a family, and they are also a high revenue earner for South African Breweries 
(Mager, 2008). Drug houses, where drugs other than alcohol are sold, are also found with 
high frequency in townships (Bray et al, 2010; Ward & Bakhuis, 2009). These problems – 
high numbers of illicit points of sale for alchol and drugs, particularly when associated with 
violence – contribute to undermining community cohesion in the areas in which they exist.

It bears mention that violence and gangs are not the only problems associated with drugs 
and alcohol. Shebeens are frequently the sites for transactional and risky sex that may fuel the 
HIV epidemic (Morojele et al, 2006; Kalichman, Simbayi, Vermaak, Jooste & Cain, 2008). 
Of course, alcohol- and drug-fuelled sexual interactions in more private spheres also tend to 
increase HIV risk. For instance, high school students who had used methamphetamine were 
found to be more likely to have engaged in risky sexual practices (Plüddemann, Flisher, 
Mathews, Carney & Lombard, 2008). Alcohol use is generally a risk for high-risk sexual 
behaviour, particularly among men (Kalichman, Simbayi, Kaufman, Cain & Jooste, 2007), 
and substance use generally is related to a range of HIV risk behaviours in 18–24-year-olds 
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(Ward et al, 2005). Certain gangs also incorporate sexual violence risk-taking as part of 
their rituals. For instance, the Jackrollers of Soweto abducted and raped women, an act 
that became popularly known as ‘jackrolling’ (Mokwena, 1991). Although this is perhaps 
the most explicit form of sexual violence noted in the gang literature, other studies note 
women’s fear of gangs, suggesting that girls who have gangster boyfriends are motivated to 
do so partly for protection, although also for the material goods that that these young men 
can supply (Ward & Bakhuis, 2009). Conversely, young men may be motivated to join 
gangs because they perceive that access to material goods may help them attract women 
(Ward & Bakhuis, 2009).

Aside from these continued effects at the family, school and community level, there 
are also continued influences at the level of the economy. Unemployment continues at a 
high rate: the overall rate in June 2009, by the ‘broad’ definition (those who were available 
to work, regardless of active work-seeking), was 32.5% (Presidency, 2009). An additional 
problematic indicator is that the Gini coefficient, the measure of the gap between rich and 
poor, seems to have grown as the economy has expanded. In 1995, it was 0.640, but in 2008 
was 0.679 (Presidency, 2009). These problems will fuel the disconnect between school and 
work. In addition, with the discrepancy between rich and poor seems to have gone a longing 
for material goods that fuels crime and the attraction of gangs, where senior gangsters live 
obviously materially well-off lives, and offer material attractions to poor youngsters (Ward 
& Bakhuis, 2009).

Alcohol and drug misuse are therefore intrinsically interconnected with other social 
problems in South Africa, including gangs, violence and risky sexual behaviour. Among 
the causes of these problems are breakdowns in family life, in schooling, in community 
cohesion, and a low employment rate and the loss of the resultant connection between 
school and work. Each of these factors has been deeply influenced by the country’s history 
of colonialism and apartheid.

Prevention: connections between substance misuse and violence
When young people who lived in communities with high levels of gang activity were asked 
what should be done about the gang problem, they made very few suggestions about 
tertiary prevention (dealing with existing gang members), none about secondary prevention 
(targeting populations at risk), but rather directed the bulk of their suggestions towards 
primary prevention – towards developing social structures that would enable a wide range 
of positive youth development (Ward & Bakhuis, 2009). Clearly, this is where our energies 
should be directed in the long term, if we wish to undo the legacy of colonialism and 
apartheid, and build a society in which communities, families, schools – and the people 
who depend on them – can flourish.

This is not to say that tertiary prevention should be neglected. In addition, in considering 
the intertwined problems of substance misuse and violence, interventions that address 
one or the other, or both, should be considered. For instance, an intervention to reduce 
substance misuse is likely to reduce violence (Ellickson et al, 1997), while an intervention 
to assist a gang member to withdraw from the gang might need to include substance abuse 
treatment (Josi & Sechrest, 1999; Schram & Gaines, 2005). At the moment, however, since 
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even access to good treatment is fractured along race and class lines (Myers et al, 2008), this 
is a state of affairs that needs redress.

It is worth mentioning that of course there are a few prevention programmes with a 
sound evidence base that is specific to South Africa, and those that are specific to substance 
misuse are reviewed elsewhere in this book. However, the approach here has been twofold: 
firstly, to suggest that programmes should target the identified risk factors; if this does 
not occur, the programme is not likely to have any effect, regardless of its effect in any 
other context. Secondly, it should be noted that risk factors for violent behaviour, for 
delinquency, for gang membership and for substance misuse among young people are non-
specific: the same risks (breakdowns of family, school and community contexts) apply to 
all three problems. With that in mind, a few programmes have been suggested to illustrate 
the concepts of (1) an evidence base, (2) targeting risk factors and (3) drawing on a wider 
range of literature than may have been drawn on in other chapters in this book, which are 
likely to draw more narrowly on the substance misuse literature.

In terms of intervening with gangs, for instance, traditional gang literature suggests four 
different classes of approach (Spergel, 1995): prevention (preventing young people from 
getting involved in the gang in the first place), disengagement (helping gang members to 
withdraw), suppression (suppressing the activities of existing gangs, through policing and 
justice system interventions) and ‘mixed models’ (combinations of the previous three). 
Typically, however, those models that have been tested show very little ability to impact 
the existence of the gang itself, since gangs arise from community and economic conditions 
rather than from individual malaise (Hagedorn, personal communication, 2009). What must 
be recognised, therefore, is that – like substance abuse treatment – these models for gang 
intervention may have some effect for individuals, but will have little or (probably) no effect 
on communities. This is a general principle that needs to be borne in mind when thinking 
about programmes in this area: those that target individuals may help those individuals, but 
other individuals are likely to develop the same problems if the causal social structures are 
not altered.

That said, there are a number of prevention programmes with an evidence base for 
the prevention of delinquency and substance misuse that are worth mentioning, provided 
one keeps this individual perspective in mind. These include nurse home visitation 
programmes for mothers and young infants (Olds, Hill & Rumsey, 1998); the Olweus 
Bully programme, which is a whole-school approach to preventing bullying (Limber, 
2006); and the Montreal Preventive Treatment Programme, which provides parent training 
to parents of at-risk boys, who also receive social skills training (Tremblay, Mâsse, Pagani, 
& Vitaro, 1996). These programmes effectively target risk factors identified here: they 
increase parent-child bonding and the skills with which parents parent, or they increase 
the attractiveness of the school environment. Aside from these three programmes, there 
is another type of programme that may be worth mentioning even though it has not yet 
been evaluated, because it aims to improve the education-work connection (Cooper & 
Ward, forthcoming). One example of such a programme is DIGEEX (Direccion General 
de Educacion Extra-Escolar; USAID, 2006), which aims to provide education that is 
directly linked to employment opportunities in a particular community. For example, in 
a community where the economy is driven by the textile market, training would involve 
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textile-industry-relevant skills and problem-solving tailored to the textile industry. This 
type of programme may be worth exploring even though it has, as yet, no evidence base, 
precisely because it targets a risk factor.

Disengagement programmes, on the other hand, attempt to wean current gang 
members away from the gang. In general, these are of two types: one tries to ‘treat’ the 
individual gang members’ problems, while the other emphasises that those who leave 
the gang lifestyle must have a means of making a living (Cooper & Ward, forthcoming). 
Like prevention programmes, effective programmes in both groups attempt to address 
risk factors. An example of the first kind is a parole programme called Operation New 
Hope, in which young people who are about to leave prison on parole attend 13 weekly 
sessions of life skills training, which address topics such as drug use, emotion regulation, 
employment and education opportunities. Among other outcomes, programme 
participants were significantly less likely to use illicit drugs and to have contact with 
former fellow gang members, and were significantly more likely to find employment (Josi 
& Sechrest, 1999). An example of the latter is a programme from Medellín, Colombia, 
which offers long-term employment programmes if gang members withdraw from their 
gangs (Rodgers, 1999). Again, this programme has not yet been evaluated, but may be 
worth exploring.

Other approaches are also likely to be needed alongside these, which are essentially 
approaches to the individual. For instance, an approach that may be effective in terms of 
reducing both substance misuse and violence is to reduce access to substances. One way 
to achieve this would be through improved policing, both so that the country’s borders 
are sealed to organised crime groups, and so that existing alcohol laws are enforced – for 
instance, by closing unlicensed shebeens and insisting that licensed facilities obey legislated 
closing times (Parry, 2005). Working with shebeens in this way would need to be done 
with sensitivity, recognising that for many families the shebeen represents the sole source 
of income, and assisting them to develop other sources of income (for instance, by serving 
food as well as alcohol).

Ultimately, however, these programmes will have effects on individuals, but the greater 
problems of drugs, alcohol, violence and gangsterism will continue to recur until the 
broader conditions of society come to reflect a society in which the majority of its members 
are, as Amartya Sen might have it, free to fulfil their capabilities (Corbridge, 2002). This will 
require attention to our schools, so that they become resourced and capable of delivering 
quality education, and particularly to the work-school connection, so that there is a real 
purpose to going to school. In turn, this might mean attention largely to economic growth, 
and ensuring that schools are preparing learners with the skills demanded by that economic 
growth. When schools are functioning well, and there is widespread employment, then 
we might begin to see an end to what is essentially still a ghettoisation of so many South 
Africans (Wilson, 2003).

Conclusion
This chapter has attempted to show how South Africa’s history of colonialism and apartheid 
has weakened families, schools and communities, and thereby created the conditions in 
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which the related problems of substance misuse and violence can flourish. These problems 
come together most notably in gangs, where substance use and violence are part of the 
intrinsic rituals of gangs, and provide gangs with the material goods that sustain them. 
Different ways of intervening in gangs are discussed, showing how substance abuse treatment 
should form a part of such interventions, and, similarly, how limiting access to substances 
may weaken gangs by removing their source of income. However, it is clear that both the 
existence of gangs and current high levels of substance misuse are related to the current 
structure of society. Improving our education system, strengthening families (for instance, 
by doing away with migrant labour) and increasing access to employment are critical factors 
in addressing both substance misuse and violence.
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16  Substance use, stigma and health 
literacy: a conceptual framework

Katherine R. Sorsdahl and Dan J. Stein

Introduction
Substance use represents a major public health problem, both globally and in South 
Africa. Results from the South African Stress and Health Study (SASH), the first nationally 
representative study of psychiatric morbidity in South Africa, indicate a high lifetime 
prevalence (13.3%) and early onset (21 years) of substance use (Stein et al, 2008). Despite 
this high prevalence of substance use, SASH revealed that only 27.6% of South Africans who 
met the criteria for substance use disorder (see Chapter 2 for definitions) received treatment 
in the year preceding the interview (Seedat et al, 2008). The consequences of untreated 
psychiatric disorders for the individual and society are staggering. For example, alcohol use 
was responsible for 7.1% of all deaths and 7.0% of all the disability-adjusted life-years lost 
in South Africa in 2000 (Schneider et al, 2007).

Yet, there is substantial evidence to suggest that drug and psychotherapeutic interventions 
are effective in the treatment of individuals suffering from substance use disorders (Miller, 
2009). Providing treatment at an early stage has the potential to prevent enormous disability 
before the illness becomes more severe and more difficult to treat. However, a number of 
barriers to receiving adequate mental health care are described in the literature, such as 
poor access to or lack of available services (Emsley, 2001; Flisher et al, 1997; Kohn et al, 
2004).

Potential reasons for not seeking treatment for substance use include stigmatisation 
and low mental health literacy. In SASH, the most frequently cited reason for not seeking 
professional treatment for mental disorders was a low perceived need for treatment (93%), 
followed by psychological barriers (7.4%), with stigma much less commonly cited (0.6%) 
(Brewer et al, 2011). However, a cross-national study conducted by the World Health 
Organization (WHO) in 14 countries examined 18 of the most stigmatised conditions (eg, 
being a criminal, HIV-positive or homeless) and found that alcohol addiction was ranked as 
the fourth most stigmatised, while other drug addiction was ranked as the most stigmatised 
(Room et al, 2001).

The stigmatisation process
Over the years, a number of theorists have developed conceptual frameworks for 
understanding the structural and social processes that contribute to stigma (Goffman, 1963; 
Link & Phelan, 2001; Jones et al, 1984; Elliot et al, 1982). There is ongoing debate regarding 
the definition and the utility of the concept of stigma, and none of these conceptualisations 
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should be viewed as definitive (Link et al, 2004). The most frequently cited conceptual 
model of stigma is that of Goffman, who used the term ‘stigma’ to ‘refer to an attribute that 
is deeply discrediting’ (Goffman, 1963:3). Inherent in this definition is the idea that this 
attribute is something which deviates from what society believes to be ‘normal’ and can be 
a physical marking or a behaviour (Goffman, 1963).

The influence of Goffman’s work is evident in the work of more recent researchers who 
draw on his work frequently when seeking definitions of stigma. In a review of population-
based attitude research in psychiatry during the past 15 years, however, only two theoretical 
models were found to have been empirically tested using a population-based method 
(Angermeyer & Dietrich, 2006). These include a social psychological perspective on public 
stigma by Corrigan and Watson (2002) and a sociological concept of the stigma process by 
Link & Phelan (2001).

According to Corrigan & Watson (2002), stigma can be categorised as either public 
stigma or self-stigma. Public stigma refers to the reaction of the general public to a certain 
group of individuals based on the stigma that is attached to this group. It comprises three 
components: stereotype, prejudice and discrimination. Stereotypes are collectively shared 
beliefs about a group of individuals, which are generally familiar to everyone, but not 
necessarily adopted. If they are adopted, prejudices develop, resulting in negative emotional 
reactions and ultimately discriminatory behaviour.

According to Link and Phelan (2001) there are five components of stigma: labelling, 
stereotyping, separation, status loss and discrimination within the context of power 
differentials. Labelling occurs when people distinguish and label human differences. 
Stereotyping is when labelled differences are linked to stereotypes which are deemed by 
others to be undesirable. Separation occurs when labelled people are placed in distinct 
categories so as to accomplish some degree of separation between ‘us’ and ‘them’. Status loss 
and discrimination occur when stigma interferes with an individual’s ability to participate 
fully in the social and economic life of her/his community. When individuals lose status or 
are discriminated against because of their negatively evaluated differences, they experience 
enacted stigma.

In the developed world, a number of attempts have been made to measure the stigma 
associated with mental illness in general. Most of these have focused on attitudes towards 
mental illness held by people in the community (Link et al, 2004). Far fewer attempts have 
been made to measure stigma directly with service users themselves. However, in recent 
years, many authors argue that at least three conceptually distinct forms of stigma can 
be identified: enacted/experienced stigma, anticipated/perceived stigma and internalised/
self-stigma (Brohan et al, 2010; Luoma et al, 2007; Link & Phelan, 2001). Enacted stigma 
refers to the extent to which people with a mental illness are actually discriminated 
against by others because they have, or are thought to have, a mental disorder. Anticipated 
stigma refers to the degree to which individuals with a mental illness anticipate they will 
experience prejudice and discrimination, and internalised stigma refers to the degree to 
which individuals with a mental illness endorse the negative beliefs and feelings associated 
with having a mental disorder. Of the 57 studies that were included in a narrative literature 
review of stigma, 7 addressed aspects of perceived stigma, 10 aspects of enacted stigma and 
5 aspects of internalised stigma (Brohan et al, 2010).
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Relatively little empirical work to date has focused on substance use disorders (see 
below). Recently, however, a self-report measure of perceived stigma for substance users 
has been developed and studied (Luoma et al, 2010). This kind of work provides a useful 
foundation for moving forward. It can be hypothesised that substance users face stigma in 
its various forms, including enacted, perceived and self-stigma. 

Stigma and substance use
Stigma may vary markedly across different mental disorders. In a review of population-
based attitude research in psychiatry, individuals with a psychiatric disorder were viewed 
as being in need of help, dependent on others and unpredictable (Angermeyer & Dietrich, 
2006). The attribute of unpredictability was more commonly reported for people with 
schizophrenia (54–85%) or alcoholism (71%) than for people with depression (28–56%) 
or anxiety disorders (50%). People with mental disorders were less often considered violent 
and dangerous, but such considerations were more commonly present in people with 
schizophrenia (18–71%) and alcoholism (65–71%). Two studies investigating the stigma 
associated with psychiatric disorders in a community and an HIV-positive sample in South 
Africa found similar results, with alcoholism highly stigmatised compared to other psychiatric 
disorders (Sorsdahl & Stein, 2010; Sorsdahl et al, 2010). Healthcare workers have also 
been found to view substance users as irresponsible and more aggressive, dangerous and 
untrustworthy (Hopwood, Treloar & Bryant, 2006; Kelly & Westerhoff, 2010).

Substance-related conditions may be particularly susceptible to stigma via attributions 
of personal culpability associated with attribution theory (see Gilbert & Malone, 1995; 
Ross, 1977). The general community may view substance users as having the ability to take 
control of their behaviour if they really wanted, since alcohol and other drug use initially 
involves an individual’s free choice to experiment. This belief is not, however, consistent 
with research demonstrating that substance use disorders are associated with significant 
structural and functional abnormalities which underlie failures to control behaviour despite 
its harmful consequences (Edwards & Gross, 1976; Koob & Le Moal, 2006).

Relatively few studies have evaluated stigma experiences directly in individuals with a 
mental illness. However research indicates that experiences of stigma, whether enacted, 
perceived or self-stigma, can have serious consequences for individuals. Enacted stigma has 
been associated with multiple negative outcomes such as unemployment (eg, Link, 1987), 
housing problems (eg, Penn & Martin, 1998) and difficulty in social adjustment (eg, Perlick 
et al, 2001). Internalised stigma is associated with delays in treatment-seeking (eg, Starr, 
Campbell & Herrick, 2002), diminished self-esteem/self-efficacy (eg, Corrigan & Watson, 
2002) and lower quality of life (eg, Rosenfield, 1997). Perceived stigma is associated with 
less positive views of treatment (Givens et al, 2007) and decreased stated willingness to seek 
mental health treatment (Barney et al, 2006; Sirey et al, 2001).

Some of this research has focused on stigma in subjects with substance use disorders. 
Substance-abusing individuals have reported fear of stigma as a reason for not seeking 
treatment (Cunningham et al, 1993; Sobell, Sobell & Toneatto, 1992). Ahern, Stuber and 
Galea (2007) investigated the associations of stigma and discrimination with physical and 
mental health and found that alienation (ie, internalisation of the belief that drug users 
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are marginal members of society) and experiences of discrimination were independently 
associated with poorer mental health, while discrimination was associated with poorer 
physical health. Perceived devaluation (ie, the belief that most people endorse common 
negative stereotypes about drug users) was not significantly associated with poorer mental 
or physical health. Luoma et al (2007) examined the role of stigma towards substance 
abuse in people in recovery from substance use problems and found high levels of enacted, 
perceived and internalised stigma. Particularly striking was the finding that internalised 
stigma was more highly related to measures of psychological functioning and quality of life 
than enacted and perceived stigma (Luoma et al, 2007).

Overall, the available literature indicates that, compared to other psychiatric disorders, 
substance use seems to be considered outside the realm of medical disorders and within the 
realm of individual choice and responsibility, increasing the likelihood of stigmatisation. 
Although people with a mental illness are generally more likely to be seen as more responsible 
for causing their illness than are people with a physical illness, this is particularly true for 
those with substance use disorders.

Mental health literacy and substance use
The term ‘mental health literacy’ was first coined by Anthony Jorm and colleagues, and 
is defined as the ‘knowledge and beliefs about mental illness that aid their recognition, 
management or prevention’ (Jorm et al, 1997). Mental health literacy has the potential 
to influence help-seeking behaviour and holds serious implications for adherence to 
treatment (Jorm et al, 1997; Wright et al, 2007). Although a number of studies have been 
conducted assessing mental health literacy (Angermeyer & Dietrich, 2006), these focus 
almost exclusively on depression and schizophrenia (Angermeyer & Matschinger, 1996; 
Jorm, Christensen & Griffiths, 2006; Jorm et al, 2006; Lauber et al, 2001) rather than on 
substance use disorders.

However, a few studies have investigated mental health literacy using vignettes, and have 
included vignettes on substance use (Link et al, 1999; Sorsdahl & Stein, 2010; Sorsdahl  
et al, 2010). Three of these four studies were conducted in South Africa, and compared the 
mental health literacy of a number of mental disorders, including alcohol use (see above). 
Link et al (1999) used a vignette of alcohol dependence, cocaine dependence schizophrenia, 
major depression or a troubled person to elicit community beliefs and knowledge about 
mental disorders. Results indicated that the alcohol and cocaine dependence vignettes were 
the least likely to be considered a mental disorder. The most commonly endorsed cause for 
alcohol dependence was the way the person was raised, and for cocaine dependence it was 
the person’s own bad character. The person depicted with a cocaine dependence problem 
was perceived as the most likely to be violent, followed in order by those depicted in the 
vignettes for alcohol dependence, schizophrenia, major depression and troubled person.

There is some evidence to suggest that population-wide and individual level interventions 
designed to improve mental health literacy are effective (Jorm, Christensen & Griffiths, 2006). 
Unfortunately, none to date have focused on substance use. Beyond Blue is a programme  
aimed to increase the awareness of depression in a number of states in Australia. In order to 
assess the programme’s impact, data from the 1995 and 2004 Australian national surveys, 
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which included a measure of mental health literacy, were compared to assess whether states 
and territories that funded the programme (high-exposure states) differ from those that did 
not (low-exposure states). There was a significant change in beliefs and treatments in the 
high-exposure states, although recognition of depression in the vignettes also improved 
substantially at a national level. Additionally, a review of three studies (two RCTs) evaluating 
mental health first-aid training in Australia resulted in promising findings. There were 
statistically significant differences five to six months following the training in recognition 
of disorders in vignettes and beliefs about treatments, including medications (Kitchener & 
Jorm, 2006). Nevertheless, it has not yet been shown that improved mental health literacy 
leads to improved mental health (Jorm et al, 2006).

Theoretical framework
Stein (2008) has proposed that there are different approaches to thinking through the concept 
of disease. To some extent, the different views proposed can be divided into three. However, 
this is a heuristic classification and not intended to encompass the views of all authors.

First, there is a ‘classical’ view. The classical view has a long history. It can be traced to 
early philosophical concepts of science and of medicine, and has commonalities with the 
views of positivist philosophy. A classical approach attempts to define the necessary and 
sufficient criteria of a range of constructs, including disorders. For example, a square is 
defined as having four features: 1) four sides; 2) four angles; 3) all sides equal; and 4) all 
angles equal.

Second, there is a ‘critical’ view. This too has a long history. There is a substantial tradition 
of criticising the classical approach to science and medicine, arguing that its constructs 
merely reflect one particular way of looking at the world, which is not necessarily privileged. 
This view argues that disease is a relativistic construct, changing from place to place, and 
time to time, rather than a universal form.

Third, the ‘integrative’ approach argues that although science is a social process, and 
although medical diagnosis reflects particular values, knowledge of the mechanisms 
responsible for disease is possible, and advances in such knowledge allow us to improve 
our diagnostic schemas. An integrative approach seems consistent with a range of empirical 
work that has explored the way in which scientific and medical constructs operate.

Consider, for example, work on typical and atypical constructs. When presented with a 
list of different birds (robin, owl, ostrich), research subjects agree on which kinds of birds 
are typical (eg, robin), which are less typical (eg, owl) and which are atypical (eg, ostrich) 
(Rosch, 1978). Similarly, it seems that we view certain diseases as typical, while others are 
seen as atypical.

A typical disease, such as a bacterial infection, appears to be associated with various 
characteristics. In particular, there is clear distress and/or impairment, the patient is not 
responsible for getting ill, medical interventions are administered, and during this time the 
person adopts the ‘sick role’. In an atypical disease, such as a condition requiring cosmetic 
surgery, there may be more debate about the extent of associated distress and/or impairment, 
about the responsibility of the patient to accept their condition, about whether the intervention 
is a treatment or an enhancement, and about whether the person deserves the sick role.
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We would argue that substance use is more an atypical disease. From a medical 
perspective, there is certainly strong evidence that substance use disorders are associated 
with considerable distress and/or impairment, that they are associated with particular genes, 
that they respond to medical interventions, and that a ‘sick role’ is appropriate. At the same 
time, and from the perspective of many clinicians and laypersons, it is true that those with 
substance use bear significant responsibility for starting to use substances, and also bear 
significant responsibility for reversing their pattern of substance use.

Given that substance use disorders are atypical, we would argue that an approach that 
focuses simply on trying to decrease stigma may not be successful. Such an approach 
may not put sufficient emphasis on the responsibility of substance users, to be persuasive 
to clinicians or other stakeholders. Instead, we would emphasise the importance of an 
approach that focuses on increasing mental health literacy. Such an approach would allow 
an emphasis on the many factors that predispose individuals to substance use disorders, on 
the psychobiological mechanisms that underlie substance use disorders and that contribute 
to individuals’ inability to simply stop using substances, and on the available treatments for 
substance use disorders, many of which encourage substance users to take responsibility for 
the management of their illness.

Much of the work on stigma seems to rely either on a classical perspective of disorder 
(in which disease is simply an objective construct and does not entail social values), or 
a critical perspective (in which there is a strong emphasis on the importance of labelling 
and there is no objective basis for making judgments about behaviours such as substance 
use). From an integrative perspective, substance use disorders are complex phenomena. 
Those who suffer from them deserve treatment, but they also have a responsibility to 
fight against their own impulses to use substances. Indeed, since Plato, philosophers 
have argued that crimes committed while under the influence of drugs are deserving of 
punishment. This argument relies on knowledge of the complexities of substance use 
disorders. It is incumbent on clinicians and researchers in the substance use field to 
advance our knowledge of these disorders, to ensure dissemination of knowledge about 
substance use disorders, and to contribute to increased substance use literacy.

Conclusion
We began this chapter by noting that despite the high prevalence of substance use 
disorders, there is significant underdiagnosis and undertreatment. We noted that substance 
use disorders are more stigmatised than other mental disorders, a finding which raises 
the possibility that reducing such stigma will remove treatment barriers. We also briefly 
summarised work on mental health literacy, noting that attempts to increase mental health 
literacy may contribute to more accurate views of mental disorders, and to increased 
treatment seeking. Finally, we raised the question of whether substance use disorders 
were best viewed as ‘atypical’ medical disorders. This would explain why clinicians and 
laypersons so often view substance users as responsible for their behaviours, and would 
encourage interventions that increase substance use literacy so that there would be greater 
understanding of how this position is both correct (substance users are legitimately required 
to assume responsibility for aspects of their illness and its treatment) and incorrect (the way 
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in which substances alter the brain and diminish impulse control must be acknowledged). 
Further empirical research is needed in order to delineate fully the arguments here, and to 
establish whether they are of benefit to those with substance use disorders.
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17 Addiction: philosophy and ethics

Willem Pienaar

Introduction
One of the main aims of philosophy is to ask fundamental ethical questions regarding 
life and relationships. Ethics is the generic term used for examining and making sense of 
moral life, while bioethics investigates moral issues in the field of medicine. We as medical 
practitioners often face difficult moral questions, the answers to which are frequently elusive. 
Since medical science is still ‘imperfect’, no healthcare worker can escape making judgment 
calls.

Previous chapters have raised the question of whether addiction is an illness (chapters 11 
& 16), of the close relationship between social context and risk for addiction (Chapter 15). In 
this chapter, we will deal with the illness concept of addiction and the ethical dilemmas faced 
by healthcare workers when the illness may render the addict ‘incapable’ of making decisions 
in his or her own best interests. The focus of this discussion concerns the ethics of treating 
addiction to habit-forming drugs. The broader spectrum of ‘addiction’, eg, pathological 
gambling, sex addiction or addiction to any entity other than substances, will not be included 
in this chapter.

The burden of addiction in today’s society
Why is drug abuse so widespread, occurring in most societies and communities throughout 
the world? Aldous Huxley (1951) seemed to understand people’s desire to retreat from the 
harsh realities of life when he wrote: 

That humanity at large will ever be able to dispense with Artificial Paradises seems very unlikely. 
Most men and women lead lives at the worst so painful, at best so monotonous, poor and 
limited, that the urge to escape, the longing to transcend themselves if only for a few moments, 
is and always has been one of the principal appetites of the soul. (Huxley, 1951)

Drug abuse is here to stay – along with all the harmful social and personal consequences 
associated with it. Most therapists working in the field of drug abuse and addiction would 
agree that drugs will always be in supply as long as there is a demand for them. No amount 
of legislation, not even rigorously enforced regulation of the drug trade, will be capable of 
diminishing drug consumption. If the regulation of illicit drugs were to be made less stringent, 
drug consumption would rise. Strict regulation, on the other hand (such as that pertaining 
to opiates), results in illegal consumption, with dire consequences to society, including those 
deriving from activities carried out by drug lords and drug cartels (Marks, 1996).
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The concept of addiction as an illness
Before we try to answer philosophical questions on the appropriate responses of clinicians 
and/or the community in managing this ubiquitous phenomenon, it must be emphasised 
that contemporary scientific knowledge underpinning addiction should at all times guide 
clinical decisions and action.

Since it is clear that this age-old, highly prevalent problem is real, bringing with it a huge 
burden both for the user and for the community, we need to address the following salient 
questions: does this phenomenon fulfil the definition of an illness? Such a label would imply 
that appropriate management should fall within the field of medicine. And, if it were to be 
considered an illness, can this phenomenon be prevented or controlled? Can it be managed 
or treated?

What is the definition of an illness? A patient is suffering from an illness if: he or she 
presents with a recognised cluster of symptoms; the clinician can elicit a known cluster of 
psychological (psychiatric) or physical signs; there is associated distress and/or impairment; 
special investigations confirm the presence of a specific illness; the illness has a known 
cause or specific aetiology; after appropriate treatment the patient would most likely show 
an expected response and final outcome.

An illness causes harm and suffering to the person. Although contemporary science 
has by no means reached the final answers to diagnostic criteria, classification systems, 
causes, final treatment modalities and known outcomes of all human illnesses, substance 
dependence fulfils the above definition of an illness in that there is a large body of evidence 
giving credence to the neurobiological underpinnings and causes of addiction. Furthermore, 
specific symptoms and signs associated with the various addictions have been clearly 
formulated and specific treatments are available and are largely efficacious. It can thus be 
said that addiction is a neuropsychiatric illness which falls within the responsibility of the 
health sciences.

Why do some people become addicted to substances?
Current knowledge on the causes, clinical course and treatment outcomes of addiction 
is complex and certainly incomplete. Science would have it that some individuals are 
genetically predisposed to the development of addiction, rendering some individuals 
protected and some vulnerable towards drug use and eventual addiction. Repeated 
exposure to drugs produces neuro-adaptation, particularly involving the brain’s reward 
pathways, inducing a ‘motivation’ to continue using the drug. These biological changes of 
the reward system may be permanent, or at least long-lasting. The psychological effects of 
intoxication are personally experienced (ie, show marked inter-individual variation) and 
may motivate repeated use by an individual. Withdrawal symptoms may also motivate 
further use. Environmental and social stressors, especially in childhood and adolescence, 
clearly interact with individual neurobiology and, consequently, behaviour, and are thus 
important risk factors for drug abuse. Once the person has become addicted, factors such 
as physical, psychological and associated lifestyle changes, developmental delays because of 
drug abuse behaviour, secondary social difficulties and comorbid physical and psychiatric 
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disorders contribute to ongoing drug abuse (Volkow, 2004; Mohn et al, 2004; Rhee et al, 
2003; Jacob et al, 2003).

Some of the complexities of drug-taking behaviour
Not all people use drugs for the same reasons, and even in the same person the motivation 
for drug use may vary, depending on the stage of addiction. There are a multitude of reasons 
why people would start taking drugs, and there are as many reasons why addicts will 
continue taking drugs. Some may desire intoxication rather than mere sobriety. The reason 
a young adolescent chooses to take his/her first heroin dose is vastly different to that of the 
heroin addict further down the road of addiction. Likewise, the motivation to use or not to 
use a substance during any of the different stages of recovery from substance dependence 
is complex, depending on the individual’s motivation, thoughts, emotions, circumstances, 
lifestyle and physical neurocognitive status at the time.

To what extent are people predetermined products of their genetic make-up? The work 
of Volkov strongly suggests that there are individuals with a ‘vulnerable’ brain, waiting for 
the first dose of heroin (Volkow, 2004).

To what extent are adolescents vulnerable to drug use merely because of their age, the 
age during which they believe themselves to be omnipotent and to ‘know it all’? How much 
are people driven by the situations in which they find themselves? How much of drug-
taking behaviour is motivated simply by the drug’s effect, and how much by trying to avoid 
the discomfort of drug withdrawal? Finally, how many addicts persist with their drug-
taking behaviour due to secondary compromised cognitive function or because of a primary 
psychiatric disorder or psychiatric sequelae secondary to their continuous drugging?

Once addicted, addicts should be able to exercise personal choice and take responsibility 
for their illness if they have the emotional, cognitive and behavioural capacity to understand 
the illness, the burdens and benefits of ongoing drug-taking behaviour, the burdens and 
benefits of various treatment options and they have proactively been offered treatment 
services (White, 2008; Corrado, 1999; Oddie, 1993; Singer, 2000).

Complexities in the therapeutic relationships with addicts
Most patients suffering from physical illnesses are fully competent to understand their illness 
and the possible treatment regimes, and to ask for help. Not so patients suffering from 
serious psychiatric illnesses. Patients suffering from an acute psychotic illness, with poor 
reality testing, reacting to their delusions and hallucinations and exhibiting self-defeating, 
disorganised behaviour are clearly incompetent to understand their illness and treatment 
options and cannot decide in their own interest. There are other patients in whom the 
competency to make reasonable decisions in their best interest is partially compromised 
or unclear. Some addicts are such patients. Deciding whether to use a paternalistic or non-
paternalistic therapist-patient interaction is a complex value decision that has to be made. 
This potential moral therapist-patient relationship dilemma makes it necessary to explore the 
everyday person-to-person interaction, dependence or independence or our social contract.
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Human existence in our communities depends on relationships. Daily human interaction 
is about our connectedness, our ‘making it work’ and our synthesis. We are together, 
yet individual. We should respect one another, we should be free, we should celebrate 
differences, we should be autonomous beings, have the right to life, freedom, basic needs 
of life and be allowed to achieve and own by hard work. In our social contract we should 
always treat others as ‘ends’ in themselves and never as a means to an end. I should always 
treat others as I would like others to treat me. Discomfort may arise in a therapist when 
‘blind’ respect for the autonomy and freedom of a person becomes a duty, even if that person 
by choice actively wills an action that clearly may seriously jeopardise his or her health or 
future wellbeing. Autonomy presumes that the person has the emotional, cognitive and 
behavioural tools on board to be able to make a ‘rational person’s’ decision (rationality). 
Can the state of addiction render the addict ‘incompetent’ to make rational decisions? If so, 
should the therapist not care, or take the ‘good’ action by intervening? Our social contract 
is not clear. We have to make difficult value decisions.

With respect to the concept of freedom of choice, the following questions can be asked: 
are we really free to choose, or are all actions predetermined by personal history and 
experiences, genetic predisposition, future wishes or ‘ends’, the situation of the moment or 
the larger concept of determinism? Or are we free in the libertarian context where, given 
the same set of circumstances, a person can make divergent choices on different occasions? 
Again, does the illness of substance dependence render the person less rational?

In medicine, there is often conflict between the patient’s right to autonomy and the 
doctor’s duty to act in the patient’s best interest. The complexities of what will be discussed 
here rest on this push-pull scenario of individual free will (or respect for autonomy) and the 
illness rendering the person incapable of rational decision making.

The therapist-patient relationship or roles has evolved through history. In earlier times, 
‘health carers’ were less healers and more rightly ‘sickbed attendants’, trying to comfort 
and support those who were ill. One may argue that modern science has arguably made 
health carers effective healers but less effective comforters. Health carers are now considered 
professionals with the ‘know-how’, which may contribute to the fostering of paternalistic 
attitudes. As a rule, most patients cannot ever be on par with the scientific knowledge 
and skills of the modern-day health carer. The doctor-patient relationship, requiring shared 
responsibilities and interactions, poses a moral dilemma. Ideally, the relationship should 
be an equal partnership, but because of the disparity between the knowledge and skills 
of the patient and doctor, it becomes an ‘unequal’ one. Between the ‘two parties’, what are 
the rules, rights, duties or virtuous actions that would make this ‘unequal’ relationship 
‘equal’, characterised by mutual respect and responsibility? For one, should the therapist 
ever become the mere ‘agent’ of the patient, yielding blindly to his or her needs and will? On 
the other hand, should the therapist dictate patient needs and the best action to be taken?

So far, several moral questions have been asked. Many difficulties may face the clinician 
involved in caring for an addict. The different motivational drives of the doctor (care) and 
patient (addiction) can lead to a chasm between the therapist (who possesses the knowledge 
and skills of the profession) and the patient (autonomous agent). Further tension can occur 
if the motives and needs of the family unit and the community are also brought to bear. Even 
the best healthcare provider with the best scientific knowledge available cannot achieve an 
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optimal result if the patient refuses to take ownership of his/her illness. These reflections on 
the doctor-patient relationship identify the following moral dilemmas for discussion:

■ The very strong moral principle of respect for patient autonomy by the therapist, and 
the right of patients (addicts) to choose their own destiny, should form the essence of 
any moral discussion

■  A second moral dilemma can also occur when the patient, by virtue of his or her illness, 
becomes ‘incompetent’ to make autonomous decisions. How does one judge patient (in 
this case, addict) competency to request, provide consent for, or refuse treatment?

■  Furthermore, under certain circumstances, the behaviour, lifestyle and communal 
actions of addicts may be detrimental to the community, leading to a moral dilemma 
if they choose to exercise their right to autonomy and self-determination and refuse 
help. How much freedom of action by any individual can/should be allowed by the 
community? How much freedom can the addict claim from the community?

It becomes clear that moral dilemmas and difficult bioethical decisions are our everyday 
companions in medicine, particularly in the field of psychiatry, where the clinician is 
confronted with the complexities of human behaviour, thoughts, emotions, moods and 
interactions. At best, few individuals can claim unwavering ‘harmony’ or balance within 
themselves and with others. ‘Illness’ in the form of addiction has the potential to compromise 
human autonomy, freedom and the ability to act for one’s own good. Therapists are trained 
to intervene in order to limit patient suffering. When asked for help, the health carer has a 
moral obligation to provide help. Also, at times a patient may request help that is deemed 
to be outside the therapist’s professional duties or in conflict with good clinical practice: 
for example, patients asking for ‘false’ sick certificates clearly because of yesterday’s alcohol 
abuse ‘hangover’. Clinicians should always seek to balance patients’ needs and wishes 
(demands) with the burdens of illness, the benefits and burdens of treatment, the best 
knowledge of science and what is regarded as best current clinical practice. At times, a 
clinician may confuse his/her eagerness to help with standing good clinical practice. The 
health carer should be able to build moral arguments and to deliberate on a difficult clinical 
ethical situation based on the individual circumstances and context.

In the Oath of Hippocrates we read, ‘To the best of my ability and judgment’. Although 
Hippocrates started off by saying, ‘I swear to Apollo’, indicating a belief in some mythical 
god, it may be understood that what he meant by ‘ability’ would be the knowledge and 
skills of the day. By ‘judgment’ he acknowledges the fact that therapists must make those 
decisions (mainly value judgments) that are not obvious by medical scientific knowledge 
and skills alone. These judgment calls mostly pertain to bioethical decisions or doctor-
patient interaction decisions. Our medical scientific knowledge and accompanying skills 
are vast, but are not complete. Our doctor-to-patient interaction (relationship) is much 
improved, but not complete. All healthcare workers are to some extent philosophers and 
are required to make judgment calls.

Healthcare workers, in their quest for doing what is ‘good’, occasionally have to ask 
difficult fundamental moral questions. These include metaphysical questions such as, ‘How 
should I live my life in order to live a good life?’, or ‘When does life begin or end?’, or ‘How 
should I interact with others?’, or ‘Will science ever be able to secure the “final” answers 
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by way of a universal common language?’ Until such time, we have no choice but to dwell 
in a world with many uncertainties. Healthcare workers need to learn to feel comfortable 
with uncertainties, especially uncertainties outside of science in the fields involving human 
interactions. In an attempt to create meaning and order, we are forced to make very difficult 
decisions in our field of doctor-patient interaction. Aristotle (488–432 bc) suggested that 
we should spend our lives in search of the good life. Therapists should strive to become 
‘good people’. He said that life is concerned more with who we are than what we should do 
(character).

In the field of addiction, we serve people whose chronic mental illnesses (substance 
dependence) have made them vulnerable in making good self-interest or healthy decisions 
pertaining to their own health and future. Our further moral deliberations mainly focus 
on patient competency, respect for patient autonomy, liberal individualism, standard of 
care, patient advocacy, beneficence, non-maleficence and what is fair (best) toward both 
the patient and the community. The question is, what is morally good and how does one 
develop good moral arguments that underlie good actions?

Standing rules, professional guidelines and legislation
Moral action is motivated by a combination of personal moral standards, community 
moral standards, traditional and cultural values, the rules and guidelines of the profession 
and the legislation and the constitution of a country (HPCSA, 2006; South Africa, 2002; 
South Africa, 1996). State legislation and the Constitution are largely the products of many 
years of history involving collective community consensus and/or the ‘will of the nation’. 
But contemporary rules, guidelines and legislation are constantly being revised as new 
scientific and moral developments emerge. Current rules, guidelines and legislation may 
not necessarily guarantee moral good. For example, South Africa’s Constitution and Bill of 
Rights clearly state that patients have a right to basic, good-quality health care. Yet clinicians 
are left to struggle with huge service demands and scarce resources that make such care 
difficult. Often, therapists have to make ‘value-based’ decisions, that is, to do not what is 
‘best’ but to do what is best within a particular setting, given what is available and affordable 
at the time. The therapist must also make decisions on the basis of applicable Acts related 
to health, ethical guidelines of the Health Professions Council of South Africa (HPCSA) and 
clinical patient management protocols, all of which may not always give clear answers when 
needed.

Rules, guidelines and legislation do not render moral deliberations in patient care 
obsolete. At the best of times, clinical dilemmas may not be solved by merely adhering to 
the ‘rules’. While rules are mostly made with the sole intent of doing good, they cannot 
stand alone in moral debate and cannot guide good moral action in all clinical situations. 
Within an ‘imperfect’ science, rules often do not stand the test of difficult clinical situations, 
and clinicians have to make ‘judgment’ calls that strive toward good action. To a large 
extent, everyday therapeutic actions and interactions are directed by our personal moral 
norms and only guided by our professional norms and standards and the Constitution 
and laws of our country. Most of these can coexist, but they may in certain situations also 
create moral conflict. Thus, personal (therapist) belief systems regarding the treatment 
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of patients with substance dependence, current legislation and professional norms and 
standards might be in serious conflict with one another. Healthcare workers’ concepts of 
when a patient is competent to make autonomous decisions, or has a right to personal 
decision-making, may also be in serious conflict with what is considered right by non-
clinicians. Again, it becomes clear that, within the discipline of health care, moral good life 
and action for the individual, the professional and the community at large are littered with 
different conceptualisations and moral conflicts. Every therapist should approach this with 
an attitude that compels him or her to strive to achieve the moral good, that is, a personal 
quest to do what is morally good.

Concepts, paradigms and belief systems
How do individuals come to ‘know’, ie, arrive at the personally held convictions that shape 
their attitudes and actions? From birth and through the developmental years, we experience 
our surroundings, interact with people, learn a language of communication and come to 
formulate individual concepts and belief systems. So too do clinicians ‘make up their minds’ 
and ‘come to know’. However, in the healing profession, currently held personal concepts 
and paradigms repeatedly fail to help one decide on ‘the good moral action’. What constitutes 
good moral action in a specific situation is often unclear. The healthcare worker, uncertain 
about how to proceed, must rethink the problem, challenge old ideas, examine all options, 
reflect and go back in search of the underlying fundamental values and truths. As therapists, 
we should nurture uncertainty, not be afraid of novel thinking, and not be scared of change 
if it is for the betterment of others. Warburton said: ‘If I do not challenge the soundness 
of the concepts on which my life is based, I am impoverishing my life by not exercising 
the power of thought’ (Warburton, 1999). Should a therapist ‘know’ and merely act on  
his/her set of opinions, and not engage in open-ended thinking and have the courage to ask 
questions, the action that might follow might not always represent what is morally good.

In the field of addiction treatment, an unwillingness to challenge old concepts may be 
the biggest obstacle to good moral (clinical) action. Contemporary medicine has changed 
from the paradigm of making every effort to cure illness and respect life as its only duty, to 
one that includes respect for patients’ wishes, ideals, choices, future plans and quality of life. 
Although modern medicine advocates outcomes-based treatment regimes for addicts, can 
these treatment regimes be enforced? The fact that there are effective treatment modalities 
for addicts surely does not mean that all addicts must ‘want’ this treatment. The goals of the 
therapist have shifted from treatment and life at all costs to respecting human choices.

The construction of logical arguments
Before embarking on contemporary moral theories and how these theories should be utilised 
in moral deliberation in the doctor-patient interaction in addiction, the mere building of 
arguments should be reflected on. Communication in the world today is often beset with 
flawed arguments, clever plays on the meaning of words and emotional rhetoric. These 
are so blatant and widespread that the content (truth) of what is communicated is often 
unrecognisable.
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Good moral arguments are built from facts, statements or propositions. These can be 
true or false and should be challenged for correctness. Several related facts, statements or 
propositions should, if put together rationally, lead to a conclusion. Facts, statements and 
propositions resulting in deductions and conclusions must be rational and correct in order 
to build a true argument. The next step is to evaluate whether the argument at hand is a 
factual argument, emotional argument or a moral argument.

A factual argument is the most persuasive, and the easiest to acknowledge as true 
or correct. For example: ‘Cape Town has a sunny summer and a cold, wet winter.’ An 
emotional argument, on the other hand, makes use of rhetoric to influence and persuade. 
Rhetoric is the use of words, language and emotions to build persuasive ‘arguments’. For 
example: ‘If you are loyal to your country, you should not consider leaving it.’ Emotional 
arguments should be recognised and avoided, as they seldom lead to logical conclusions. 
Moral arguments are used when the question, situation and/or problem cannot be solved by 
mere facts alone. In putting forward a moral argument, all participants should be willing to 
listen, reflect, ask fundamental questions, rethink, challenge, adapt, change fixed concepts 
and be willing to, at the end, allow for change. One example of this is the following: ‘You 
cannot discharge the alcohol-dependent patient from the hospital as the patient will go back 
to his alcohol abuse, and that poses a danger to self and others. You will be to blame if the 
patient develops liver failure or kills someone in a motor vehicle accident.’ Although this 
argument puts forward some facts and surely plays on the hearer’s emotions, there are some 
deeper value issues involved. Let us take a closer look at this argument:
■ Statement 1: The patient is alcohol-dependent. (This can be tested as true or untrue.)
■ Statement 2: The patient poses a danger to self and others. (This statement can also be 

weighed as true or untrue by experience.)
■ Deduction: The patient should not be discharged.

In this case the statements are true, but the deduction does not follow logically as it does not 
take into account a multitude of unstated facts, the complexity of the clinical situation and 
the ‘value’ issues. Perhaps there are no beds available and other patients need more urgent 
attention. Here one needs to balance the conflicting needs of the patients requiring admission 
(value issue). It may be that the patient refuses further treatment (value issue). (Should the 
patient not be made an involuntary admission?) The patient may be incompetent to make 
any further decisions about treatment (value issue). Furthermore, the patient may refuse to 
take ownership of the illness – again, a value issue which bears on the argument conclusion 
and action to be taken. What about the right to choose and respect for autonomy? In this 
case there may also be a post-discharge plan of action in place. More value issues may arise 
in this case. Should therapists decide on who should be driving on our roads? In this case, 
therapists are trapped between two equally strong value issues: (1) the social and civil duty 
of the therapist to report a potentially dangerous driver on our roads, and (2) the duty 
of the therapist to uphold doctor-patient confidentiality (respect for patient autonomy). 
The doctor-patient relationship is built on the covenant of trust. If patients cannot trust 
their clinician, there can be no therapeutic relationship. On the other hand, doctors also 
have a civil and community responsibility. Lastly in this case, how does the often lengthy 
and complex therapist/patient motivational process fit into the decision to discharge/not to 
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discharge? In the case of value arguments, all parties must be willing to reconsider, think 
again and be open to new ideas and decisions.

To help with this judgment call, one can make use of contemporary moral theories. In the 
case of doctor-patient interaction, arguments often involve complex value considerations.

The theories of moral deliberation
The following case study illustrates a moral dilemma and the bioethical tools (theories) that 
may be used to argue and reflect on in sound moral deliberation.

Case study: A 36-year-old male nurse with a history of alcohol abuse and previous 
withdrawal convulsions repeatedly presents to his family doctor on Monday mornings 
smelling of alcohol and asking for a sick certificate. His alcohol abuse has been confirmed 
by physical examination and blood investigation. He minimises and rationalises his 
drinking habits, refusing any treatment. Motivational interviews have been unsuccessful, 
and even family involvement has not helped the patient to attain sobriety or reach a stage 
of acceptance. According to his wife, he regularly drives his car under the influence of 
alcohol.

Not obtaining a sick certificate could cost him his job at the hospital, with the  
family having to bear the brunt of what would follow. Since there is a history of 
withdrawal convulsions, it is clear that if he goes ‘cold turkey’ he will likely experience 
severe withdrawal. He has no other comorbid psychiatric disorder, often smells of 
alcohol when presenting at the surgery and always complains of vague somatic 
symptoms.

What should a good therapist do? Respect his autonomous decision to refuse help? Issue a 
sick certificate? If so, what should the diagnosis be? Should he be admitted as an involuntary 
patient and treated for his pending alcohol withdrawal? This is a very real problem that 
often arises in clinical practice.

Some of the questions that can be asked include: What action will yield the best result? 
If the doctor has the best interest of the patient at heart, what rule should he/she adhere to? 
What would most good health carers do? What and whose human rights are at play? If the 
community were to decide on the best action, what would they decide? If you were to take 
into consideration all the information at hand, and the individuals involved, what would 
you do? What would a caring person do, and how would you choose between respect for 
autonomy, beneficence, non-maleficence and what is fair or just?

There is no one clear answer to these questions. More importantly, these questions guide 
us to think, rethink, ask further questions, consult, struggle with value questions and make 
argued judgment calls. To build solid arguments when making difficult judgment calls, 
health carers who manage addicts should be well acquainted with the contemporary moral 
theories discussed below (Beauchamp & Childress, 1994; Kuhse & Singer, 1998).

Utilitarian ethics or consequentialism 
Moral decisions should abide by the action that will ensure the best result for the most 
people in the long run. This action is aimed at maximising results. Indeed, a strong and 
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rational theory should be foremost in any moral deliberation. However, theory cannot stand 
alone, unchallenged. If utilitarian ethics are driven by ‘best’ results only, then the ‘best result’ 
should be carefully scrutinised. The therapist should also carefully consider the means to 
be taken toward achieving the ‘best results’, because the means (actions) may at times be 
inhumane and may not constitute good clinical practice within our profession. Utilitarian 
theories rightly consider ‘most people’, but in doing so may ignore the consequences of 
an action to the individual. The term ‘the long run’ is stipulated because the best result 
may, in many instances, be the quick, easy or short-term way out, but may ultimately not 
constitute the best decision. Useful questions for testing a chosen action and the long-
term consequences of actions include: ‘Can I always do this?’ and ‘Can everybody always 
carry out this action? Utilitarian theory is a useful and strong starting point in many moral 
arguments.

Deontology or rule-based ethics 
Kant stated: ‘we have the gift of thinking rationally.’ Thus, since we have the powerful 
ability to think logically and rationally, we can make universal rules. Examples include: 
we should never kill, we should never lie, we should never break a promise. We have 
an intuitive ability to reason out and sense what is morally good. Rules should, however, 
respect the action of good intent. If, for conflicting arguments and complex situations, a rule 
should be disregarded, it may lead to the ‘slippery slope’ problematic. Soon it would become 
common practice to disregard that rule. The opposite may also be important, for in the real 
world good moral actions cannot be dictated by rules only. For example: in a situation of 
xenophobic violence I am hiding an immigrant in my house, fearing she might be killed. 
Armed, angry people knock at my door asking whether I am hiding any immigrants. The 
rule of truth-telling (or veracity) may be disregarded here.

Virtue-based ethics 
Also referred to as character-based ethics, this regards moral action as being the action 
a good (or virtuous) (wo)man would take. To do the good thing only because it is good 
may be remarkably difficult. Human actions and interactions are frequently motivated by 
primary or secondary gain and not merely because they are good in themselves. How does 
one become a good person? Good role models, or ‘wise’ people in our lives, are people we 
can follow. Aristotle referred to human ‘telos’, or human purpose. He believed that if we 
reached our true telos, we would have enjoyed a good life. This is a life in which happiness 
is experienced because the owner of that life constantly strives towards moral good. The 
only clear building block to virtue is to treat others as you would like others to treat you. 
Aristotle therefore said, ‘The good life is spent in search of the good life.’ To achieve this we 
must respect and love one another, and should strive towards morally good actions without 
the expectation of personal gain, a task that is truly difficult at best. Virtue cannot be taught 
and may elude many, yet a life spent in search of virtue would be considered a good life. 
Virtue ethics would give the therapist the opportunity to reflect on his/her own motivation 
towards actions, search for wise, virtuous role models, and have the courage to pursue that 
which is good.
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Liberal individualism 
Every individual has four basic rights: the right to life, freedom, basic needs (water, food, 
safety, health care etc) and ownership of property. Here, the emphasis is on the individual 
and not on the masses. History has taught us that the wishes of the masses always overpower 
those of the individual, prompting over time the laying down of these inalienable individual 
rights. The right to freedom also means the right to choose one’s own treatment options 
and to participate in treatment programmes, but also the right to refuse treatment. Basic life 
needs include water, food, education, protection and health care (health care that is effective, 
outcomes-based, equitable, affordable and available for all). Every human right is balanced 
with the rights of the next individual and comes with responsibility and accountability. Rights 
cannot always be claimed by those who are entitled to them. It is the duty of every citizen 
and therapist to bestow rights on others, especially those who are not able to claim these 
rights (namely, children, demented patients, people with mental disorders and others).

Communitarianism 
In a healthy community, people have common goals, which should serve the community. 
Communitarianism concerns the common good. If I were in a position to create a community, 
what characteristics would this community possess? I would naturally want to live in a 
community that nurtures diversity, finds common ground on issues of safety, financial 
growth and prosperity, and has respect for family values, culture and tradition. In any moral 
deliberation, one must respect one’s community and its common good values. Harmful 
traditional practices also exist. If tradition no longer serves the common good, the community 
must have the will to challenge it. The aim is to strive towards what is good, but only if it 
is good, and as long as one can maintain respect for cultural diversity. How does addiction 
relate to the common good? If addiction causes individual and community suffering, then 
the community is likely to ask of the therapist, ‘Can you treat this illness successfully?’ If 
an addict’s substance abuse is perceived to be a source of harm to the individual or the 
community, community members will be more likely to request effective interventions from 
therapists.

Ethics of care 
As therapists, we have a duty to care, and to ensure that such care is equally distributed, 
effective, available, minimally invasive, affordable, complies with good clinical practice and, 
most of all, is accessible to everyone, including those who are unable to claim the right to 
care because of their illness. Care should, however, not be forced upon a competent person 
who refuses treatment. As therapists, our obligation to care for others may be comparable to 
the biblical parable of the Good Samaritan.

Casuistry or case-based ethics 
Mistakes are often made because not all the information pertaining to a specific case 
or situation is taken into account. It is, therefore, very important to gather all relevant 
information necessary to make an informed decision. Most difficult moral decisions may 
become straightforward when all the facts are carefully considered. The next step is to 
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consider the outcome of similar previous cases and to draw on experience prior to making 
a final decision. This is an essential component of all moral deliberation.

Principle-based ethics 
The four tenets of principle-based ethics are autonomy, beneficence, non-maleficence and 
justice. 

Autonomy 
Respect for autonomy (or self-determination) is the principle of allowing the patient to 
make his or her own decision after being given the relevant information and appropriate 
treatment options. This means that the good moral agent respects a ‘wrong’ decision made 
by a competent, fully informed patient. Experienced therapists, who may have witnessed 
devastating outcomes suffered as a result of patients having made the ‘wrong’ decisions, 
frequently find it hard to support such decisions, and in consequence may tend to react 
with paternalism.

Nevertheless, bad decisions can have catastrophic results, not only for the decision 
maker but also for the community. Failure to prevent an intoxicated person from driving a 
vehicle has been the cause of numerous tragedies. Again, the clinician is faced with ‘value’ 
decisions in which a patient’s right to autonomy may conflict with the common good and 
patient confidentiality.

Autonomy protects patient privacy and confidentiality. Privacy means non-intrusion into 
patient values, wishes and needs, and confidentiality means not divulging personal patient 
information. In the field of substance abuse treatment, respect for patient autonomy and the 
patient’s motivation to take ownership of the illness is of the utmost importance. Problems 
arise when the patient is not fully competent to make decisions in his/her best interest.

Beneficence 
This is any action that will benefit the patient. Mere patient choice could harm the patient, 
thus does not always constitute a beneficent action. With regard to treatment outcome, the 
patient should benefit from the experience after weighing and balancing the benefits and 
burdens of their choice of treatment. The clinician’s action should also fall within the scope 
of good practice.

Non-maleficence 
This means not to (ever) harm the patient, that is, to always put patients’ needs, wishes and 
wellbeing first. Again and again, especially in the cases of the rationalising, intellectualising, 
projecting, minimising and denying addict, clinicians may be confronted with patients 
making ‘wrong’ decisions. The interplay is between respect for patient autonomy versus 
beneficence or non-maleficence.

Justice 
This refers to what the fair action would be – action that is fair both for patients and for 
others. To judge what is ‘fair’ in a specific situation entails having to balance arguments, 
outcomes, harms and gains, and to do what a reasonable person would do. As a result 
judgment calls are inevitable, and the therapist should learn to use the above moral theories 
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daily as instruments of moral deliberation, avoid making decisions in isolation, and always 
rethink old concepts and existing paradigms.

Balancing morality
In evaluating the above theories and principles, it is clear that no single moral theory 
can stand alone. There are conflicts between theories and within theories. Weighing and 
balancing concepts is inevitable in moral decision-making, and therefore all the theories and 
principles described above must be brought into play.

In order to illustrate the use of the eight moral theories in clinical decision-making, let 
us return to the case study involving the alcohol-dependent patient. Should the patient be 
treated against his will? There are arguments in favour of treating and arguments against 
treating such patients:
■  In favour of treatment: If alcohol dependency is a disease that can be successfully 

treated, then weighing the burden of treatment against the benefits of treatment leads 
one to the conclusion that the best result would be obtained by treating the patient. It 
would also be the action of good intent. The burden of treatment (means to the end) 
cannot be considered inhumane. It would also be the virtuous action: the patient has 
a right to basic good care. Treatment will favour the common good of communities; it 
would also be, in accordance with experience, the caring thing to do in this case. The 
patient would benefit from treatment and his autonomy could be restored.

■  Against the action of treatment: The therapist should respect the patient’s autonomy, 
his right to refuse treatment, and not cause harm by involuntary treatment.

The therapist should now weigh and balance the arguments and make a decision that will 
be fair towards the patient, the family and community. If the patient were fully competent, 
only mildly intoxicated and not in withdrawal, one would certainly want to respect 
autonomy and the right to refuse treatment. If the patient is in withdrawal, with a history of 
complicated withdrawal, the burden of treatment is surely not worse than the illness itself. 
In this case, there is the fact that the intoxicated patient is going to drive home. Should he 
go into a state of withdrawal without the necessary care, serious harm could follow. The 
therapist should reconsider the arguments for treatment even if it would mean suspending 
autonomy for the period of treatment (ie. involuntary treatment). It may be the virtuous 
action to treat the patient as an involuntary patient temporarily and in the process restore 
competency and the right to make competent willful rational decisions.

The above scenario clearly demonstrates that contemporary theories cannot give final 
answers to today’s moral debates, but may pave the way to developing well-considered 
arguments. During the final weighting and balancing process, all deliberating parties should 
be open and willing to adapt, rethink and move a little bit closer to what could be considered 
the final moral good in that situation.

How can one help the therapist and achieve maximum outcomes for the addicted patient 
in such a difficult clinical situation? The therapist would be advised not to act in isolation, 
but to consult and seek help from his or her peers, while reflecting on the balance between 
his or her own need to care and respect for the patient’s right to self-determination. The 
South African Mental Health Care Act, 17 of 2002 (MHCA) and the Prevention of and 
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Treatment for Substance Abuse Act, 70 of 2008 (South Africa, 2002; 2008) make provision 
for lawful actions that could be carried out in such a case. Consider the example of a  
56-year-old bus driver with severe alcohol withdrawal, liver failure and threats of violence 
towards his family who refuses admission for detoxification. He could be admitted as an 
involuntary patient because (1) he has a serious psychiatric disorder, (2) is a danger to self 
and others, (3) refuses treatment and (4) can be treated.

In everyday clinical practice, the doctor-patient relationship is voluntary and initiated by 
the patient (need). At times, and because of patient (in)competency to make a reasonable 
person’s decision, the health carer has to rely on health legislation (in this case the MHCA) to 
be able to foster clinical action. Current legislation is the result of many revisions that have 
occurred over an extended period of time, in response to the wishes, needs and deliberations 
of society. Legislation regarding the management of patients with substance dependence is 
thus a final product of the consensus reached by the community. Would acting in accordance 
with the MHCA necessarily make the clinical action a good moral action?

Legislation may aid the clinician in his or her decisions, but it cannot be considered 
to have the final say in what constitutes good or moral action. For example, admitting a 
patient as an ‘involuntary’ patient under the MHCA or by means of a court order would 
legitimise the therapist’s action of taking away that patient’s autonomy, but it does not guide 
the therapist as to when, and in what exact situation, he or she should make use of the Act. 
Furthermore, legislation is constantly being revised, and cannot therefore be relied on to 
give the final answers.

The role of patient competency 
The essence of the philosophical, moral and bioethical debate is whether some addicts, 
because of their illness, become incompetent to make a ‘reasonable person’s’ decision. If 
so, when do they cross that point? If an ‘incompetent’ addict were to refuse treatment, 
it may be ‘good’ to intervene and commence or enforce appropriate treatment. How 
far should the community allow the ‘incompetent’ addict to make what most would 
consider wrong and self-defeating choices? If the therapist was to intervene, it might 
be construed as being morally wrong (ie, misguided paternalism). One solution would 
be to allow ‘incompetent’ persons to claim their rights as far as possible (ie, where it 
would be safe to do so), and to intervene only in the event of ‘imminent’ danger to 
themselves or others. Judgment of imminent danger by clinicians can be very difficult 
and notoriously inaccurate. As an example, consider the danger an intoxicated driver 
poses to the community. If a patient is deemed incompetent, that person would be 
considered as having the right to life-saving treatment. Moral progress in society will 
have occurred when it has become less necessary for an individual to claim his/her rights, 
because the community at large has learned to bestow these rights on all, even those who 
have the right to involuntary treatment. This is an especially important issue in both the 
vulnerable psychiatric patient and the addict.

In patients with alcohol dependence, the question of competency to make informed 
decisions can arise. Can the illness of substance dependence cause the patient to become 
incompetent? During the end stage of illness, incompetency or the inability to make 
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informed decisions may be obvious, and may not pose a serious moral dilemma. A more 
difficult dilemma arises if subtle early cognitive deficits that are difficult to quantify confer a 
‘degree’ of incompetency. Patient competency (the cognitive and emotional capacity to make 
an informed ‘best interest’ decision) is not an all-or-nothing situation in that patients can 
exhibit degrees of competency.

Beauchamp and Childress (1994) suggest seven ‘levels’ of competency:
1.  The patient can communicate a decision (understanding, insight and judgment not 

evaluated)
2.  The patient can communicate and understand immediate facts and consequences of a 

decision
3.  The patient can also understand relevant facts and information about the illness and its 

treatment
4. The patient can build arguments
5. The patient can build rational arguments (which can be tested and contested)
6. The patient can build burden-benefit or pros-and-cons arguments
7. The patient can make a reasonable person’s decision.

If patient competency is to a ‘degree’, then who would be competent to make a treatment 
decision? If a patient needs to decide on a minor issue like breakfast preference, then surely 
even someone at Level 1 would be ‘competent’ to make that decision. If a decision is a 
serious one and has major impact on the wellbeing of a patient, one could argue that patient 
should at least be at Level 5 or 6 to make such a decision. Thus it is not only the level of 
competency, but also the weight of the decision and the gravity of outcome of that decision. 
In terms of gravity, one should consider the burden of illness and treatment, the treatability 
of illness, the benefit of treatment, the potential success of treatment and the impact of the 
illness on the patient’s family and community. As far as possible, the therapist should respect 
human rights and patient autonomy, even for the incompetent patient, until such time that 
the benefit/burden principle indicates that treatment outweighs respect for autonomy and 
the right to refuse treatment. If the patient is incompetent and the disorder is reversible by 
virtue of treatment, and the treatment is humane, one can argue that the patient should 
have the right to such care. In psychiatric practice, therapists are often confronted with 
severely disordered patients who cannot make informed decisions and who cannot act in 
their best interest on account of illness. It may be argued that it would be the moral good 
thing to temporarily suspend self-determination and treat the patient through the consent of 
surrogate decision-makers (closest family) or involuntarily for the sole purpose of restoring 
competency and good health, if this seems possible.

Informed consent
Allowing patients to take ‘ownership’ of their illness, and to become partners in the recovery 
process, requires us to inform them about the illness and the available treatment options. 
According to Beauchamp and Childress (1994), there are three elements of informed consent:
1. Threshold elements

■ Competence (to understand and to have the ability to decide)
■ Freedom of choice
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2. Information elements
■ The provision of necessary information
■ Recommendations
■ Comprehension of the information and recommendations

3. Consent elements
■ Own choice
■ Provision of consent to implement the decision

Freedom of choice means freedom from any coercion. The patient must choose the intervention 
without being influenced by threats, manipulation, promises, emotional pressure and half-
truths. Consent that is reluctant, half-hearted, pressurised or unwillingly given can be 
strongly contested. Forms of consent that are not defensible in a court of law include: the 
silence of the patient; the doctor ‘assumed’ that the patient gave consent; it was a ‘routine’ 
procedure; the patient ‘did not refuse’.

Information must be key information. It must be unbiased, impartial, not loaded 
and comprehensive enough to permit a decision. It must be communicated in simple, 
understandable language, preferably in the patient’s home language, and be age-, culture- and 
religion-appropriate.

Recommendations must be outcomes-based and only in the patient’s best interest. 
Recommendations must not be motivated by financial gain on the part of the doctor, and 
the doctor must not be under obligation to any party other than the patient.

The decision must be the patient’s own choice. The patient, after consenting to a course 
of action, should also be allowed to withdraw such consent. The patient must show an 
appropriate level of competence in order to make rational choices. It represents the patient’s 
ability to deal with informed consent in a rational way in the furtherance of his or her own 
best interest, and to convey his or her chosen decision as a free agent.

In patients with substance dependence, competency may be compromised by many 
interacting and well-known factors like drug intoxication, cognitive deficits caused by 
continued abuse, patients trapped in their socio-drugging environment, and culture (South 
Africa, 2008; De Bellis et al, 2000; Rogers & Robins, 2001). A ‘value’ dilemma can arise 
when an addict’s deteriorating cognitive functioning, emotional state and personal drive 
become so significant (ie, cause harm to self and others) that the therapist believes that 
respect for autonomy should be temporarily suspended in order to treat the patient and 
restore competency. This decision is often further complicated by the number of interested 
parties – with vastly different motivations and incentives – that are involved and may exert 
pressure on the therapist to act in a certain way. These may include the patient, the family, 
the therapist and the larger community.

It may be asked: why do most addicts rationalise, intellectualise, minimise, deny and use 
projection to continue their drug-taking behaviour? Continued drug-taking behaviour by 
the patient may be motivated (driven) by:
■  The direct drug effect, wanting or craving the drug effect (intoxication)
■ The unknown sober lifestyle and known lifestyle of addiction
■ Holding onto the only peers that give them some feeling of belonging
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■  The need to maintain ‘self’, and not to succumb to the stigma of addiction and the 
loss of control of their lives

■ The psychological and physical discomfort of substance withdrawal.

The ability or desire to take ownership of the illness may be further hampered by presence 
of subtle cognitive, emotional and personality (drive) deficits caused by the substance 
itself (South Africa, 2008; De Bellis et al, 2000; Rogers & Robins, 2001). One may regard 
the addict as being trapped within the illness, trapped to such an extent that a therapist 
might contend that the patient’s personal autonomy should be suspended temporarily. The 
opposite may be argued as well. The question should be asked whether, in contemporary 
moral debate, respect for autonomy should be regarded as a ‘perfect’ moral obligation. A 
‘perfect’ moral obligation can be seen as a ‘must’ moral duty that would take preference 
over principles such as beneficence, non-maleficence and social justice. Until such insight 
is achieved, respect for autonomy should be balanced with patient and social beneficence, 
non-maleficence and justice.

Owing to the complexities of these value arguments, it is vitally important that more 
then one ‘moral’ agent be charged with making decisions on behalf of patients. Ideally, a 
panel of decision-makers should be employed.

Good moral action requires interaction and consultation with other people in the 
addict’s life. Other individuals, especially family members, should be encouraged to enter 
into a partnership with the addict and the therapist. The family may be motivated by their 
connectedness, love, care and, possibly, mutual suffering. Family members are seldom 
informed about the illness of addiction, and often do not understand the full bio-psycho-
social aspects of the illness or the person trapped within this illness. Therapists may be 
pressured by ill-informed or ignorant family members to take strong action. In such a 
situation, the family should be informed of the biological and psychological character of 
addiction, the necessity of weighing and balancing the needs, rights and autonomy of the 
patient with those of the family, the processes involved in motivating such patients, and the 
confidential nature of the doctor-patient relationship. The therapist should strive towards 
making the family part of the network of motivation towards future action.

The well-described condition of co-dependency is often found in families of addicts. A 
co-dependent family member may inadvertently enable the addict to continue the addictive 
behaviour by preventing its negative consequences or opposing efforts to treat the patient. 
It would be beneficial if co-dependency and the related phenomenon of ‘enabling’ could be 
managed within a ‘network’ consisting of therapist, patient and family members.

The next ‘partner’ to be considered is the community (identifiable individuals within 
the community and the community at large). The larger community represents a whole 
spectrum of ignorant, overprotective, inimical, suffering, guilt ridden, angry, helpless 
and co-dependent victims of the illness. The community members who are ‘spectators’ of 
the illness often have the attitude either that the therapist should ‘do something’ or that 
the addict should ‘just stop’. This does not contribute constructively to the moral debate 
and may lead to paternalism by health professionals. Again, the therapist should provide 
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information and participate in open debate on the best treatment options and outcomes 
based on the evidence.

Conclusion
Ultimately, therapists know that science alone cannot heal the addict. In contemporary, 
everyday, health-related dilemmas we are forced to make extremely difficult clinical and 
moral decisions, yet in our patient-therapist relationships the final morally good action 
often eludes us. Addiction is a chronic relapsing neuropsychiatric disorder. At some stage 
in the life of an addict, the community should recognise the fact that the person is ‘trapped’ 
within his/her illness. The illness renders the patient incompetent to make a reasonable 
person’s decision. It may be the truly virtuous action or good moral action to suspend the 
autonomy of the addict temporarily in order to grant the addict treatment opportunity, 
restore competency and regain autonomy. Therapists should never become isolated in their 
struggle to find answers. Therapists should nurture their uncertainty, knowing that at this 
moment in time the final moral ‘social contract’ (patient-doctor relationship) eludes them. 
This situation leads to a lifelong search for what is truly good. The only clue in this search is 
‘to treat others as we would like others to treat us’. Therapists have to do this with integrity 
and compassion, so that they can be trusted by patients and the community alike to act in 
their best interests. This means to serve and treat patients as ends in themselves and never 
as a means to an end.
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18  Clinical treatment of substance 
use disorders in South Africa

Henk Temmingh and Bronwyn Myers

Introduction
Substance abuse treatment refers to the provision of specialised medical, psychiatric and 
psycho-social services to individuals with substance abuse and dependence disorders. 
Depending on the model used, the goals of treatment include enabling clients to abstain 
from or reduce substance use and to reverse the negative health and social consequences 
associated with substance use (Myers et al, 2008). This chapter reviews evidence-based 
pharmacotherapy and psychotherapy approaches to treating substance use disorders and 
describes the extent to which these approaches are used in South Africa.

Substance abuse treatment in South Africa
Historical development of treatment services in South Africa
Prior to South Africa’s first democratic elections in 1994, treatment for substance use 
disorders was limited. This was true for all population groups, but especially for black South 
Africans who were disadvantaged during the apartheid regime (Myers, Louw & Fakier, 
2008). Several socio-political factors hampered access to treatment for South Africans. First, 
state-subsidised services were inadequate and services poorly distributed. Most services 
were concentrated in urban areas historically reserved for whites, and there were major 
disparities in the availability and quality of service provision to black communities when 
compared with those for relatively more privileged white communities (Parry, 1997; Parry & 
Bennetts, 1998). Second, there was a lack of intersectoral collaboration on substance-related 
issues at the national, provincial and local levels between the Department of Health (DOH) 
and the Department of Social Development (DOSD). Through the apartheid years, these 
departments shared responsibility for the treatment and management of substance-related 
problems. For instance, the DOH was responsible for medical and mental health treatment 
and custodial inpatient care and the DOSD was responsible for prevention and community 
rehabilitation services. This division affected service delivery, as these sectors worked in 
isolation and neither took responsibility for local service delivery (Parry, 1997). Third, 
within these departments, the provision of substance abuse services was fragmented. This 
was partly due to the apartheid legacy of separate health and social welfare departments 
for each racially defined population group, which, when combined with their failure to 
work collaboratively to deliver treatment services, resulted in service duplication and poor 
distribution of services (Parry, 1997).
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Since the country’s transition to democracy, the state health and social welfare sectors have 
tried to tackle these service delivery challenges. The numerous social welfare departments 
have been integrated into a single structure to streamline service delivery, and the DOSD 
has been made the lead department responsible for substance abuse treatment (although the 
DOH remains responsible for medical detoxification and mental health services). Improving 
access to and the quality of treatment also has become a priority of the DOSD (National 
Department of Social Development, 1997), which has worked to develop a clear policy 
framework for addressing these issues. This policy framework prioritises improving service 
provision and includes a National Drug Master Plan and the Prevention of and Treatment 
for Substance Abuse Act, 70 of 2008.

 Current state of substance abuse treatment in South Africa
Overall, around 10 000 substance abuse treatment slots are available on an annual basis, 
the majority of which are located in Gauteng and the Western Cape provinces, with fewer 
slots available in the rural provinces (Table 18.1). This is grossly inadequate, given that 
the South African Demographic and Health Survey and the South African Stress and 
Health Survey estimate that at least 10% of the South African population meet criteria 
for alcohol abuse and/or dependence disorders (Parry et al., 2005) and that 13% have a 
lifetime substance use disorder diagnosis (Herman et al, 2009). Although the number of 
treatment slots has increased since 1994, the bulk of these slots are located in the private 
for-profit treatment sector (Myers, Louw & Fakier, 2008). These facilities are unaffordable 
to the majority of the population who are without health insurance. For this sector of the 
population, the availability of affordable treatment has stagnated or decreased in recent 
years, as some large state facilities (which offered free treatment services) have closed. In 

Table 18.1: Distribution of treatment services by province, 2009*

Region Number of 
treatment 
services

Approximate 
number of 
treatment 

slots

Inpatient 
N (%)

Outpatient 
N (%)

Gauteng 32 3 200 21 (66%) 11 (44%)

KwaZulu-Natal 23 1 800 16 (70%) 7 (30%)

Eastern Cape 7 630 4 (57%) 3 (43%)

North West 1 150 1 (100 %) 0 (0%)

Free State 7 350 3 (43%) 4 (57%)

Limpopo 2 420 0 (0%) 2 (100%)

Northern Cape 2 190 0 (0%) 2 (100%)

Mpumalanga 3 300 1 (33%) 2 (67%)

Western Cape 32 3 000 17 (53%) 15 (47%)

Overall 109 10 040 63 (58%) 46 (42%)

* Extracted from audits of treatment facilities (Fakier & Myers, 2008) and the South African Community 
 Epidemiology  Network on Drug Use project (Plüddemann et al, 2009).
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addition, state funding to the relatively affordable non-profit treatment sector has not kept 
pace with treatment demand, restricting the number of people that can be served (Myers, 
Louw & Fakier, 2008; Myers & Parry, 2005).

In South Africa, substance abuse treatment occurs in either inpatient or outpatient 
settings. Inpatient services are services where the client resides in a controlled drug-free 
environment for the duration of the programme. These services are indicated for clients 
experiencing withdrawal, with untreated health or mental health problems, who do not 
have a supportive family network or social environment, and who have chronic problems 
and previous failed outpatient treatment episodes (Gossop, 2006; Myers et al, 2008). In 
2009, inpatient treatment was provided by approximately 63 facilities (see Table 18.1). 
These programmes range from short (21–28 days), medium (up to three months) to long-
term (greater than three months).

In contrast, outpatient services provide non-residential services which are less intensive 
and restrictive than inpatient programmes, as they allow clients to return to their usual 
living environment after each session. Individuals thus continue with their employment, 
education and family responsibilities (Myers et al, 2008). Outpatient services are indicated 
for clients for whom withdrawal can be safely managed in outpatient settings, with stable 
health and mental health conditions, who are willing to participate in treatment, who have a 
supportive social network, and who do not have multiple failed treatment attempts (Gossop, 
2006). In 2009, there were approximately 46 outpatient services available in the country, 
several of which had multiple sites. While outpatient services in South Africa are sometimes 
attached to inpatient facilities, they are more often found as stand-alone services within local 
communities. In this instance, they are referred to as community-based treatment services. 
These services vary in the intensity of care they provide: some programmes offer intensive 
services where the client attends the programme three to five times per week; others offer 
less intensive programmes where the person attends the service only once a week.

Apart from service availability, another challenge to effective service delivery in South 
Africa is concern about treatment service quality (Myers, Burnhams & Fakier 2010; Myers 
Fakier & Louw, 2009). One indicator of service quality is the degree to which evidence-
based guidelines are implemented in treatment settings.

Evidence-based guidelines for substance abuse treatment 
Evidence-based practices refer to practices for which there is a large body of research 
supporting their effectiveness. A practice is perceived to be evidence-based when: (1) 
randomised clinical trials have shown the practice to be effective; (2) effectiveness has 
been demonstrated in several research studies using different population groups and across 
different contexts; (3) the practice has a good effect on substance use outcomes; (4) the 
practice is based on a well-articulated theory of behaviour change; (5) the practice can be 
evaluated (Miller, 2009).
1. There are evidence-based guidelines for substance abuse treatment (see Box 18.1 for 

Summary). The first guideline applies because each individual has a unique set of 
problems and service needs, no single treatment approach is suitable for everyone. 
Treatment settings and services should be matched to each person’s particular needs 
(McGovern & Carroll; 2003; Miller 2009; UNODC/WHO, 2008). In South Africa, 
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client-service matching generally does not occur. This is largely due to the limited 
availability and restricted range of services in the country. For example, the limited 
availability of affordable inpatient services often results in clients with high levels 
of problem severity (best suited to inpatient services) receiving lower-intensity 
outpatient services (Myers, 2007).

2. Related to this, the second guideline advises that substance use disorders are treated 
effectively only when people have access to affordable services in a timely manner 
(McGovern & Carroll, 2003; UNODC/WHO, 2008). Avoiding lengthy waiting 
periods for treatment places is important, as individuals are often ambivalent about 
entering treatment, and a treatment opportunity may be lost if treatment is not readily 
accessible (Myers, 2007). Therefore it is important to minimise barriers that restrict 
access to treatment. In South Africa, multiple structural barriers to treatment access 
have been identified. A case-control study of 989 persons with substance dependence 
from disadvantaged communities in the Western Cape identified geographic access 
barriers (such as travel time and distance to treatment), limited awareness of 
where, when and how to access services; affordability, poor quality of services, and 
lengthy waiting periods for treatment slots as powerful obstacles to treatment access 
(Myers, 2007; Myers, Fakier & Louw, 2009; Myers, Louw & Fakier, 2008). Three 
key interventions that may assist in limiting these barriers include: using treatment 
mapping tools to ensure the efficient allocation of treatment resources relative to 
service need; improving the availability of affordable services and limiting geographic 
access barriers by using mobile outpatient clinics as a mode of service delivery; and 
introducing a standardised performance monitoring system into treatment services to 
drive quality assurance and improvement programmes, thereby addressing concerns 
about service quality.

 n No single treatment approach is suitable for all individuals
 n Effective treatment is available, affordable and accessible
 n Effective treatment addresses the multiple service needs of the individual and not just 
their substance use

 n Effective treatment addresses co-occurring substance use and mental disorders in an 
integrated manner

 n For treatment to be effective, it needs to be of a sufficient duration (90 days)
 n Counselling and behaviour therapies are an essential part of effective treatment
 n Medications are a vital part of effective treatment when used as part of a 
comprehensive treatment package

 n Medical detoxification is a necessary first step in the treatment process for some, but 
by itself does little to change behaviour

 n Possible substance use during treatment should be routinely monitored
 n Effective treatment provides clients with access to HIV and other infectious disease 
services

 n Effective treatment emphasises the importance of continuing care services as a means 
of avoiding relapse.

Box 18.1: Evidence-based guidelines for the effective treatment of substance use disorders
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3. Because most individuals with substance use disorders have multiple service needs 
that cannot be addressed through substance abuse treatment alone, the third 
guideline is that effective treatment addresses the multiple service needs of clients 
(McGovern & Carroll, 2003; UNODC/WHO, 2008). These service needs may include 
the need for additional health services, due to the high prevalence of health problems 
associated with substance use; psychiatric care, due to the high prevalence of co-
occurring mental disorders; vocational training and education services; family services 
(including parenting skills); and the need for legal services. When these multiple 
needs are not addressed, the risk for relapse is high (McGovern & Carroll, 2003; 
Gossop, 2006).
 To ensure this evidence-based principle is followed, it is essential to assess and 
address the client’s service needs across multiple domains. While it is not always feasible 
to provide a broad range of services, service providers can still meet their clients’ 
multiple needs through developing integrated care pathways (ICPs) (Myers, Louw & 
Fakier, 2008). ICPs are networks of local service providers in the substance abuse and 
health, mental health, vocational training, and family support fields that are contracted 
to provide specific services to clients where required (Gossop 2006). These networks 
ensure that clients receive the services they need while limiting the costs for service 
providers (Myers Louw & Fakier 2008).

4. Effective treatment ensures that clients with co-occurring mental disorders have their 
substance use and other mental disorders treated in an integrated manner (McGovern 
& Carroll; 2003; Miller, 2009). This is important because of the high prevalence of 
co-occurring disorders among substance users, and also because individuals with co-
occurring mental disorders have more complex, severe and chronic problems, greater 
functional impairment, and poorer treatment outcomes than those with a substance 
use disorder alone (Craig et al, 2008; Grella & Stein, 2006; Padgett et al, 2008). 
Assessing clients for the presence of co-occurring mental disorders, and providing 
access to treatment for these conditions, improves the chances of recovery (Craig et 
al, 2008). Yet substance abuse treatment programmes in South Africa generally do 
not provide clients with access to mental health services. Audits of treatment services 
in KwaZulu-Natal and Gauteng provinces found that less than a quarter of services 
provide clients with access to mental health services (Myers & Fakier, 2009). This 
service gap raises questions about the effectiveness of treatment, and highlights the 
need to improve access to mental health treatment within substance abuse services 
as a matter of urgency. Where it is not possible to provide direct on-site access to 
mental health services, indirect access can be provided through referring clients to 
external agencies. In such cases, an active case management approach which ensures 
that clients are linked to external service providers should be adopted (Blakely 
& Dziadozs, 2008). Greater cooperation and collaboration between the DOH 
(responsible for mental health services) and the DOSD (responsible for substance 
abuse services) around service delivery also would assist in the provision of integrated 
mental health and substance abuse care (Myers & Fakier, 2009).

5. For treatment to be effective, the client also needs to remain in treatment for an 
adequate period of time. For clients with substance dependence, the length of time 
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spent in treatment is the single most consistent predictor of positive treatment 
outcomes (Gossop et al, 2002; Hser et al, 2004; Simpson, 2004). While the 
appropriate duration of substance abuse treatment depends on the individual’s needs, 
90 days is the minimum period required for significant improvement (McGovern 
& Carroll, 2003; Miller, 2009). After this, additional time spent in treatment may 
produce further progress (Gossop, 2006; NIDA, 1999). The length of time South 
Africans spend in substance abuse treatment appears far below the recommended 
minimum. One study found that on average clients spend about 31 days in some 
form of treatment, a third of the recommended time (Pasche, Myers & Adams, in 
press). This raises questions about the effectiveness of treatment in South Africa 
and highlights the need to improve clients’ length of stay in treatment. This can be 
achieved through utilising stepped-down care approaches, in which clients graduate 
from higher-intensity to lower-intensity services over time. For example, a client 
may enter a short-term (21-day) inpatient programme, after which s/he may move to 
intensive outpatient services for 60 days or more and then graduate to lower-intensity 
outpatient services for several months. In addition, length of stay in treatment may 
be improved by encouraging clients to participate in abstinence-oriented, self-help 
support groups following a formal treatment episode (Pasche, Myers & Adams, in 
press).

6. Counselling and therapies targeting behaviour change are another essential 
component of effective substance abuse treatment (McGovern & Carroll, 2003; NIDA, 
1999; UNODC/WHO, 2008). Over the past 30 years, many of the psycho-social 
treatment models for substance dependence have been evaluated, and several meet 
the criteria for evidence-based treatment approaches (Miller, 2009; NIDA, 1999; 
UNODC/WHO, 2008). Four of these approaches are described in the section on 
psychosocial models of treatment.

7. The seventh evidence-based guideline is that medication is a vital part of effective 
treatment for many patients (Gossop, 2006; McGovern & Carroll, 2003). Used 
during the course of substance abuse treatment, appropriate medication may facilitate 
engagement and retention in treatment by easing some of the physical and psychiatric 
symptoms of withdrawal that make it difficult for people to remain abstinent (Gossop, 
2006). Opioid substitution therapy is an especially effective way of assisting those 
who are dependent on opioids to achieve abstinence (Gossop, 2006). However, recent 
audits of substance abuse treatment services in South Africa found that less than 5% 
of services provide clients with opioid substitution medications (Myers, in press). 
While access to effective substitution medications needs to be improved urgently, it is 
important to note that the use of medication is only really effective in the long term, 
when used in combination with effective psycho-social interventions (McGovern & 
Carroll, 2003; NIDA 1999). The multiple uses of medication are described at length 
in the section on pharmacotherapeutic management of substance use disorders.

8. Although medical detoxification from substances is necessary for some individuals, it 
is only the first stage of treatment and by itself does little to change chronic substance 
use (McGovern & Carroll, 2003; NIDA, 1999). Medically supervised detoxification, 
which safely manages the acute physical symptoms of withdrawal associated with 
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the cessation of persistent substance use, is a prerequisite for individuals who are 
dependent on alcohol, opiates, benzodiazepines, barbiturates and other sedative/
hypnotic substances, as these individuals are more likely to experience high levels of 
discomfort or complications during the withdrawal process (Kleber, 1996; Mattick 
& Hall, 1996; UNODC/WHO, 2008). Yet medical detoxification services remain 
difficult to access in South Africa, with just over half of substance abuse treatment 
facilities providing any form of detoxification service (Myers, 2010; Myers & Fakier, 
2007). This is mainly due to the lack of suitably qualified medical personnel within 
substance abuse services (Fakier & Myers, 2008; Myers & Fakier, 2007). Regardless 
of the reason for this finding, access to detoxification services needs to be improved, 
as, for many people, detoxification is a necessary first step in the treatment process 
(Myers, 2007).

 9. Objective monitoring of a client’s substance use during treatment should occur 
regularly as lapses back to substance use may occur during the course of treatment 
(Gossop, 2006; McGovern & Carroll, 2003). This is important, as evidence of 
substance use during treatment indicates that the treatment programme is not 
working for the client and requires adjusting. However, recent audits of South African 
treatment services reported that less than half of the services surveyed reported 
routinely monitoring their clients’ substance use during treatment (Myers, Burnhams 
& Fakier, 2010). To address this service gap, treatment services should strive to test 
their clients’ urine for the presence of drugs on a weekly basis. Clients should be 
tested for the broad range of substances, as it is not uncommon for clients to replace 
the use of one drug (eg, heroin) with another (eg, cannabis).

10. Treatment programmes routinely assess clients for the presence of infectious diseases 
(such as HIV/AIDS, hepatitis B and C and tuberculosis) and provide clients with 
counselling to help them reduce their infection risk (McGovern & Carroll, 2003; 
NIDA, 1999). Strong associations have been found between substance use and sexual 
risk behaviours that contribute to the transmission of infectious disease, particularly 
HIV/AIDS (see Parry & Pithey, 2006, for a review). For instance, substance use is 
associated with disinhibition and impaired judgment, which may lead to sexual 
risk behaviours, such as inconsistent condom use. In addition, substance users may 
engage in unsafe sexual practices in exchange for drugs or money to buy drugs 
(Rawson et al, 2008; Strathdee & Sherman 2003). Given these associations, access 
to HIV risk-reduction services within the course of substance abuse treatment is an 
important quality of care recommendation (Branson et al, 2006; Farrell et al, 2005; 
Grella et al, 2000). Furthermore, substance abuse treatment facilities are strategic 
settings for addressing risk behaviours because they offer access to a high-risk 
population (Birkhead et al, 2007; Lott et al, 2006) and provide opportunities to 
intervene with people at risk for HIV at a time when they are possibly receptive to 
such an intervention (Grella et al, 2000). Despite the high prevalence of HIV/AIDS 
in South Africa, just over 40% of treatment facilities in seven of the nine provinces 
provide clients with testing and counselling for HIV/AIDS or other infectious diseases 
(Myers, 2010). This service gap leads to missed opportunities to prevent new 
infections and reduce HIV and other infectious disease transmission among those 
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who are already infected. This raises concerns about the quality of services provided 
to clients at high risk for contracting HIV, and points to the need to improve access to 
HIV risk-reduction services within South African substance abuse services.

11. It is important to recognise that recovery from substance dependence is a long-term 
process that may require multiple treatment episodes. As substance dependence 
is typically a chronic disorder characterised by occasional relapses, once-off 
treatment often is not sufficient to facilitate sustained behaviour change (Gossop, 
2006; NIDA 1999). This is partly due to the fact that long-term drug use results in 
significant changes in brain functioning that last after the individual ceases drug 
use (NIDA, 1999). Consequently, many individuals require prolonged or multiple 
episodes of treatment to achieve sustained abstinence and fully restored functioning. 
Participation in self-help support and aftercare programmes following treatment often 
is helpful in maintaining abstinence (Miller, 2009; Moos, 2007).

Pharmacotherapeutic management of substance use disorders
Background and challenges
Over the past few decades, our understanding of the neurobiological basis of substance 
use disorders has expanded in parallel with rapid advances in the field of neuroscience. 
Consequently, treatments for substance use disorders have increasingly incorporated 
pharmacological modalities. Although in many respects still in its infancy, pharmacological 
treatment modalities can contribute substantially to a multimodal treatment approach 
within the field of addiction. This is despite the fact that certain pharmacological treatment 
approaches, such as substitution-based therapies, present conceptual and moral challenges to 
established practitioners, for whom abstinence-based models may remain the predominant 
treatment philosophy (Rosenberg & Phillips, 2003), and that pharmacotherapy for 
addiction is a relatively new field even in medicine (Fleming et al, 1999; Miller et al, 2001). 
Pharmacological approaches to addiction treatment also face political challenges, such as 
lack of reimbursement from government and private medical insurance companies. Although 
the medical model for addictive disorders clearly underlines the nature of addiction as a 
chronic condition of a relapsing and remitting nature, funding agencies and institutions 
abroad and locally often do not reimburse pharmacotherapies for addictive disorders, and 
addictive disorders do not form part of the chronic conditions qualifying for prescribed 
minimum benefits, according to the South African Board of Health Care Funders. Health 
economic analyses also indicate substantial financial benefits in improving quality of life 
and cost effectiveness in the pharmacological treatment of addictive disorders (Connock 
et al, 2007).

This section reviews the quality of evidence in the pharmacotherapeutic treatment 
for various substances of abuse. The focus will be on treatments for alcohol, opioid and 
nicotine use disorders for which approved pharmacological treatments exist. Although drug 
detoxification mostly takes place in medical and acute emergency settings, the management 
of detoxification is also discussed, as this may be of interest as background information 
to the practitioner who will come into contact with patients who require, are currently 
undergoing or have had detoxification treatments.
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Alcohol use disorders: treatment of alcohol withdrawal syndromes
Although the majority of detoxifications for alcohol withdrawal can be conducted on 
an outpatient basis, up to 25% of patients who discontinue alcohol will develop severe 
withdrawal syndromes which may require inpatient detoxification (Kraemer et al, 2003). 
An important part of the clinical assessment is to determine which patients need inpatient 
detoxification. Risk factors for complicated withdrawal include a past history of complicated 
withdrawal associated with delirium tremens, or withdrawal seizures, in the context of 
ongoing severe dependence with a high daily alcohol intake (Schuckit et al, 1995). Other 
indicators for inpatient treatment include a past history of failed outpatient detoxification, 
poor social support structures and comorbid medical conditions. Clinical parameters shown 
to be predictive of delirium tremens in particular include increased systolic blood pressure, 
tachycardia, high number of past seizures and hyperpyrexia in the context of withdrawal 
(Monte et al, 2009; Palmstierna, 2001). The prevalence of complicated withdrawal 
characterised by delirium tremens and/or withdrawal-related seizures varies from 5% to 
12% (Mayo-Smith, 1997, Schuckit et al, 1995). The aims of managing severe withdrawal 
include the prevention and amelioration of distress, discomfort and anxiety associated 
with withdrawal, the prevention of withdrawal delirium (delirium tremens), including the 
development of Wernicke’s encephalopathy, as well as the prevention of withdrawal-related 
seizures (see Box 18.2 for summary).

Most treatment guidelines advise treatment with a long-acting oral benzodiazepine, 
such as diazepam or chlordiazepoxide, administered as a reducing regime (Mayo-Smith, 
1997; Mayo-Smith et al, 2004). In the South African setting, the most commonly used 
drug is diazepam, a drug which binds to the major inhibitory receptors in the brain, the 
gamma-aminobutyric acid, or GABA

A
 receptor complex. Binding to the gamma subunit of 

this receptor facilitates the GABA interaction with other GABA receptor subunits, which in 
turn increases the frequency of influx of chloride ions across neuronal membranes leading 
to membrane hyperpolarisation. The starting dose of the drug is determined by a clinical 
assessment of the severity of the withdrawal syndrome, and rating scales such as the Clinical 
Institutes of Withdrawal Assessment for Alcohol scale (CIWA-Ar scale) can aid in this process 
(Sullivan et al, 1989). It is important for clinicians to be flexible and to titrate the dose of 
benzodiazepines to the patient response in order to avoid under- or overtreatment. Three 
approaches on the initiation of benzodiazepine withdrawal regimes are described in the 
literature (Saitz & O’Malley, 1997): 
1. The frontloading approach involves starting the patient on high initial doses (20 mg 

of diazepam) repeated every two hours in order to prevent withdrawal. 
2. The fixed-dose regime involves the prescription of 6-hourly benzodiazepines (usually 

20 mg of diazepam), with as-needed doses for breakthrough symptoms in between. 

n Amelioration of withdrawal symptoms such as anxiety, autonomic hyperactivity

n Prevention of alcohol withdrawal delirium (delirium tremens)

n Prevention of withdrawal seizures

n Prevention of Wernicke’s encephalopathy.

Box 18.2: Therapeutic goals of alcohol detoxification
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Possible problems with these two regimes include risk of over-sedation and emphasise 
the need for flexibility on the part of clinicians. 

3. The ‘symptom trigger’ method involves the regular monitoring for withdrawal 
symptoms and the administration of benzodiazepines when clinical symptoms reach 
a threshold above 8 on the CIWA-Ar scale. There is some evidence that initiation of 
pharmacotherapy after the emergence of symptoms (symptoms trigger approach) 
produces superior (yet non-significant) outcomes in terms of symptom relief (Ntais  
et al, 2005).

Longer-acting benzodiazepines, such as chlordiazepoxide and diazepam, are preferred as 
they have lower abuse potential. Diazepam reaches peak plasma levels as rapidly as one to 
two hours hours after oral ingestion, and is metabolised in the liver to an active metabolite 
desmethyldiazepam, which has a long half-life of over 40 hours. Since diazepam is highly 
lipophilic, it is rapidly distributed in brain tissue and has a relatively fast onset of action. 
Redistribution into muscle and fat tissue also accounts for the dissipation of its effects 
(Trevor & Way, 1998). In turn, liver abnormalities in alcohol-dependent patients can also 
lead to accumulation and decreased breakdown, making short-acting medications such as 
oxazepam and lorazepam, which are not metabolised into active metabolites, more attractive 
in this population (Trevor & Way, 1998; Mayo-Smith et al, 2004).

There still remains controversy over the role of benzodiazepines versus anticonvulsants 
and other drugs such as beta-blockers, alpha-adrenergic agonists such as clonidine, and 
neuroleptics in the amelioration of withdrawal-related symptoms. Whereas benzodiazepines 
provide no clear statistically significant benefits, as assessed in meta-analyses in the lessening of 
withdrawal symptoms in comparison to these medications, benzodiazepines are significantly 
more likely to prevent withdrawal seizures (and delirium) in comparison to placebo. However, 
in comparison to some anticonvulsants, such as carbamazepine, benzodiazepines appear to be 
equivalent in the prevention of withdrawal seizures. Data on the efficacy of anticonvulsants in 
the treatment of other withdrawal related symptoms is, however, limited (Ntais et al, 2005).

Prophylactic treatment of Wernicke’s encephalopathy is critical in any patient presenting 
with features suggesting acute confusion associated with malnutrition or signs of peripheral 
neuropathy. Wernicke’s encephalopathy is characterised by delirium with ophthalmoplegia, 
ataxia, memory disturbance, hypothermia and hypotension, and has important preventable 
complications such as persistent amnestic disorder (Korsakoff’s psychosis). Current 
recommendations are the use of parenteral vitamin B

1
 (thiamine) in the form of intravenous 

or intramuscular preparations. Treatment usually consists of one to two ampoules diluted 
with crystalloids administered three times daily for the first two days and daily thereafter for 

n  The majority of patients can be detoxified on an outpatient basis.

n  Severe alcohol withdrawal is a potentially life-threatening condition with high 
morbidity and mortality.

n  Moderate to severe withdrawal should be managed in a medical setting staffed and 
equipped to manage this condition and its potential complications.

Box 18.3: Important considerations in the detoxification of patients with alcohol dependence
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five days. Co-administration of vitamins B
2
 and B

6
 should occur concurrently. Intravenous 

administration must be carefully monitored, as anaphylactic responses have been reported 
in rare cases. Intravenous glucose should never be administered prior to thiamine as it can 
result in increased thiamine depletion and precipitate Wernicke’s encephalopathy (Thomson 
et al, 2002).

Alcohol use disorders: maintenance pharmacotherapies  
in relapse prevention
The principle aim of maintenance pharmacological treatments is to prevent relapse after 
successful detoxification. Of the maintenance pharmacotherapies available, many target 
triggers of relapse into drug use that are associated with craving experiences. These 
medications can therefore be conceptualised as anti-craving agents. Craving can be 
categorised into positive or Type I craving, which is primarily associated with the appetitive 
and motivational drives, as well as the desire to re-experience subjective feelings of a 
rush. Type I craving is postulated to be associated with impulsivity and dopaminergic 
dysregulation within the nucleus accumbens, driving drug-taking behaviour and positive 
reinforcement of drug-taking behaviour. Type II craving, or negative craving, is related to 
negative reinforcement, and associated with compulsive behaviours and increased drug-
seeking behaviour, with the primary aim of ameliorating the negative affective state that 
characterises protracted withdrawal syndromes (Koob & Le, 2008; Koob, 2009). Other 
mechanisms of pharmacological maintenance medications, such as disulfiram, include the 
induction of aversive states (sensitisation) when alcohol is consumed, leading to decreased 
use of alcohol.

One postulated mechanism whereby alcohol produces its reinforcing effects is via 
the increased release of endogenous opioids. Endogenous opioid secretion increases the 
release of dopamine directly via stimulation of the nucleus accumbens, or indirectly by 
inhibiting the tonically inhibitory effect of GABA neurons on dopamine neurons within 
the nucleus accumbens (Gianoulakis, 2009). Evidence from randomised controlled trials 
and meta-analyses have supported the use of naltrexone, an opiate antagonist, in the 
maintenance treatment of alcohol dependence. As an antagonist of mu-opiate receptors, 
naltrexone blocks the stimulation of beta endorphins on opiate receptors, which in turn is 
postulated to result in less dopamine release in the nucleus accumbens. In a meta-analysis 
of 27 randomised controlled trials, comprising over 4 000 patients, naltrexone has been 
shown to significantly reduce relapse into heavy drinking for 36% of patients (number 
needed to treat [NNT] = 7). In addition, time to any alcohol use was also reduced for 13% 
of patients (NNT = 12) (Srisurapanont & Jarusuraisin, 2005). The results from the largest 
multicentre randomised controlled trial, the COMBINE study, support the findings of  

n  Type I craving: associated with dopaminergic drive, increased seeking of ‘high’ 
experienced during intoxication. Drug-taking behaviour positively reinforced.

n  Type II craving: Negative affective states, protracted withdrawal. Negative 
reinforcement. Increased drug-taking to avoid unpleasant states.

Box 18.4: Craving and associated mechanisms of learning
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meta-analyses that demonstrate a significant reduction in heavy drinking days over the short 
term, as well as the return of drinking after a one-year follow-up. Of note is a significant 
interaction effect seen in this study for combined naltrexone and cognitive behavioural 
therapy, emphasising the importance of combined psycho-social and pharmacological 
approaches (Anton et al, 2006). It should be noted, however, that most studies were only 
12 weeks in duration, and despite no additional benefit in the short term of enhanced 
psycho-social treatment, in combination with naltrexone over placebo treatment, psycho-
social treatment played a critical mediating role in the medium term on the impact of 
naltrexone on alcohol use. Whereas the daily dose was 50 mg in the majority of studies, 
the COMBINE study used a 100 mg dose. Naltrexone is well tolerated in the majority 
of patients. Contraindications include abnormalities in liver function and the comorbid 
presence of opioid dependence. Monitoring requirements include baseline and follow-up 
liver enzymes. The concurrent use of medications that are potentially hepatotoxic (such 
as disulfiram) as well as opioids containing analgesics should be avoided. At the time 
of writing, naltrexone is not registered in South Africa but can be acquired following 
application and approval on named-patient basis to the Medicines Control Council (MCC) 
of South Africa.

A large body of evidence exists for the efficacy of acamprosate, an agent which attenuates 
hyperglutamergic states via its action on glutamate N-Methyl-D-Aspartate (NMDA) 
receptors, in the maintenance treatment of alcohol dependence. Glutamate is the major 
excitatory neurotransmitter in the human brain, and both acute as well as protracted 
alcohol withdrawal are characterised by increased glutamate and NMDA receptor activity, 
with resulting negative affective states characteristic of Type II craving. Acamprosate, or 
calcium acetylhomotaurinate, has a similar structure to the amino acid taurine, and via its 
action on metabotropic NMDA receptors is thought to attenuate the hyperglutamatergic 
state that characterises protracted alcohol withdrawal (Scott et al, 2005). In a meta-analysis 
of 17 randomised controlled trials, acamprosate was significantly superior to the placebo 
in increasing the time of continuous abstinence from alcohol at six-months follow-up after 
detoxification. NNT at 6 months was 7.8, indicating that this medication is equivalent, 
and even superior, to treatments routinely used in prevention of adverse events in other 
medical conditions, such as ischaemic heart disease and hyperlipidaemia (Mann et al, 
2004). Despite evidence of its efficacy in European studies, the COMBINE study, including 
another US study, failed to show the superiority of acamprosate over the placebo (Anton et 
al, 2006). It has been suggested that methodological issues, including differences in sample 
characteristics between the US and European studies, such as the degree of associated 
psycho-social rehabilitation treatments received, account for the lack of separation from 
the placebo in these studies. Subgroup analyses also revealed that patients who were more 
motivated to remain abstinent fared better with acamprosate. In a further meta-analysis, it 
was shown that acamprosate has a greater effect at preventing lapses (time to first drink) 
and had little effect once drinking restarted. In contrast, naltrexone had greater effect at 
preventing lapses turning into a full-blown relapse (Rosner et al, 2008). Despite these 
findings, acamprosate did not confer any additional benefit in combination with naltrexone, 
even when administered with a concomitant behavioural intervention, in comparison to 
naltrexone alone (Anton et al, 2006).
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Other candidate drugs in the maintenance treatment of alcohol dependence include 
topiramate, a drug which is thought to both enhance GABA

A
 inhibitory activity over the 

positive reinforcing effects of dopamine in the nucleus accumbens (Type I craving) and 
attenuate glutamatergic hyperactivity via its action on AMPA glutamatergic receptors (Type II 
craving). In turn, it is thought that the decrease of glutamatergic activity results in decreased 
dopamine release in the nucleus accumbens (Kenna et al, 2009). Two randomised controlled 
trials, one a multisite trial, have demonstrated the superior efficacy of topiramate over the 
placebo on a number of outcome measures, such as the time abstinent from drinking, the 
level of self-reported drinking, compulsive cravings for alcohol and improved physical and 
psycho-social wellbeing (Johnson et al, 2003; Johnson et al, 2007; Johnson et al, 2008).

Disulfiram, which has been in use since the 1970s, is classified as an alcohol 
sensitising agent and acts as an inhibitor of acetaldehyde dehydrogenase which leads to  
an accumulation of acetaldehyde, causing an unpleasant reaction characterised by 
flushing, hypotension, nausea, vomiting and headaches upon use of alcohol. In addition, 
its inhibition of dopamine beta hydroxylase may also contribute to its mechanism of action 
by altering dopaminergic regulation. Disulfiram has been demonstrated in a large multisite 
RCT in the United States conducted in the 1980s to be no more effective than the placebo 
in preventing relapse into alcohol use (Fuller et al, 1986). However, the high dropout 
rate in this study (80%) could accounted for the lack of a positive finding. Despite its 
lack of separation from placebo, more recent randomised controlled trials that included 
supervised forms of treatment, such as the inclusion of supportive family members in 
treatment monitoring with disulfiram, have demonstrated a clear benefit in these studies 
(De Sousa et al, 2008a; Laaksonen et al, 2008). Despite the likelihood of bias due to 
non-blinding in these studies, disulfiram was superior to acamprosate, naltrexone and 
topiramate on a number of measures, which include increased time to relapse and longer 
times of abstinence, including lower levels of abnormal liver function tests. Patients treated 
with topiramate, naltrexone and acamprosate, however, showed less craving than those 
treated with disulfiram (De Sousa et al, 2008b; De Sousa & De Sousa, 2004; De Sousa & 
De Sousa, 2005; Laaksonen et al, 2008).

In recent years, baclofen, a GABA
B
 receptor agonist, has received increasing attention 

in pharmacotherapy trials for alcohol maintenance (Addolorato et al, 2009). The fact that 
it is not metabolised in the liver makes it an attractive alternative for patients with alcohol 
dependence and existing liver damage (Garbutt & Flannery, 2007). Three randomised 
controlled trials have been conducted to date, with two showing significant superiority over 
the placebo in reducing alcohol intake and prolonging periods of abstinence from alcohol 
(Addolorato et al, 2002; Addolorato et al, 2007; Garbutt et al, 2007). A third trial conducted 
in the US failed to replicate these findings, and further research is necessary to clarify the 
role of baclofen in the treatment of alcohol dependence (Garbutt et al, 2007).

Because of their relative low cost in the developing world, medications such as disulfiram 
and baclofen are of particular relevance to middle-income countries such as South Africa 
(Thirthalli & Chand, 2009). As the side-effect profile of disulfiram may be problematic, 
requiring specialist monitoring, and as the evidence base for these agents is still comparatively 
small, pragmatic trials utilising these agents are of interest in the local context (Benegal et al, 
2009).
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Opioids: detoxification
The cessation of opioid use in individuals dependent on opioids is characterised by a highly 
unpleasant withdrawal syndrome, consisting of anxiety, dysphoria, restlessness, craving, 
irritability, increased sweating, pupillary dilation, lacrimation, rhinorrhoea, muscle cramps, 
abdominal cramps, nausea, vomiting, diarrhoea, raised blood pressure and increased heart 
rate (American Psychiatric Association, 2005). Whereas less severe withdrawal syndromes 
can occur with opioids other than heroin, the following discussion will focus on the 
detoxification of heroin.

In contrast to alcohol withdrawal, which represents a condition with considerable 
morbidity and mortality, opioid withdrawal is rarely ever dangerous. The acute syndrome 
reaches a peak 48–72 hours after the last dose of opioids and resolves within 7–10 days 
(Mattick & Hall, 1996). Following this acute phase, users often report a more protracted 
cluster of symptoms, which can be conceptualised as protracted withdrawal associated with 
Type II craving. This is characterised by symptoms of malaise, craving of opioids, lack of a 
sense of pleasure, fatigue and negative mood states (Shi et al, 2007).

Medications used in the detoxification of heroin include medications that act as 
substitution drugs, such as buprenorphine or methadone, both of which act as agonists to 
stimulate the mu-opioid receptor. Whereas methadone is a full agonist at mu-opioid receptors, 
buprenorphine acts as a partial agonist with high receptor affinity but low intrinsic activity. 
These qualities of buprenorphine result in less pronounced opioid effects at higher doses, 
and a consequent ceiling effect. As a result, this medication is safer in overdose, and users 
report less somnolence and sedation with its use (Walsh & Eissenberg, 2003). In contrast 
to methadone, which can lead to QT

c
 prolongation and subsequent cardiac dysrythmias, 

buprenorphine is likely to result in significantly less QT
c
 interval prolongation (Wedam 

Table 18.2: Maintenance pharmacotherapy for alcohol dependence

MEDICATION LEVEL OF EVIDENCE

Naltrexone Cochrane review and meta-analysis of 27 RCTs.1 Small to medium 
effect size, NNT = 7 for prevention of relapse in short-term treatment,  
NNT = 13 for increase in time to next drink. 

Acamprosate Meta-analyses of 17 RCTs.2 Small to medium effect sizes. NNT = 7.5 at 
12 months for abstinence.

Disulfiram Three different RCTs.3 One negative trial. Positive trials show that 
supervised consumption results in superior outcomes for disulfiram 
compared to other agents. 

Baclofen Three RCTs.4 Two positive. One negative trial. 

Topiramate Two positive RCTs.5 One multisite study.

Notes
1 Srisurapanont & Jarusuraisin, 2005
2 Mann et al, 2004; Bouza et al, 2004; Kranzler & Van, 2001
3 De Sousa et al, 2008b; Fuller et al, 1986; Laaksonen et al, 2008
4 Addolorato et al, 2002; Addolorato et al, 2007; Garbutt et al, 2007
5 Johnson et al, 2003; Johnson et al, 2008
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et al, 2007). Because of its partial agonist properties, it is important that buprenorphine 
be initiated only once a patient has shown signs of early withdrawal, as it can precipitate 
withdrawal by replacing heroin from mu-opioid receptors. Other medications used in the 
detoxification of heroin include clonidine, an alpha-receptor agonist which acts to attenuate 
adrenergic hyperactivity associated with opioid withdrawal. Although clonidine ameliorates 
withdrawal-associated symptoms at equivalent rates to methadone and results in faster 
completion of withdrawal, it has little effect on the intense cravings and dysphoria associated 
with opioid withdrawal, and causes significantly more adverse effects and treatment drop-
outs due to side effects such as hypotensive episodes (Gowing et al, 2009b).

In the South African context, three different preparations are available for opioid 
substitution and detoxification treatments. These are buprenorphine (Subitex), Suboxone 
(buprenorphine:naloxone in a  4:1 combination) and high-concentration 2 mg/ml methadone. 
Suboxone contains the opoid agonist buprenorphine, in addition to the opioid antagonist 
naloxone. The latter is added to discourage intravenous or intranasal use of buprenorpine 
(see section on diversion of agonist treatments). Although available in the private sector, 
these medications are currently not available in the public sector, apart from limited use 
by state-funded inpatient detoxification treatment facilities. The current cost of these 
medications, including concentrated methadone, limits their use even in the private sector 
to those who can afford substantial monthly payments.

The aim of detoxification should always be to prepare a patient for intensive psycho-
social rehabilitation, as detoxification on its own serves little purpose and is a poor use of 
resources (Darke et al, 2007; Weich et al, 2008). As many as 72% of patients fail detoxification 
on placebo, a rate similar to the successful self-detoxification with no pharmacological 
assistance reported by opioid-dependent persons (Gossop, Battersby & Strang, 1991; San 
et al, 1992). Systematic reviews have demonstrated that opioid-agonist treatment in the 
form of methadone is significantly more effective than the placebo in controlling symptoms 
of opioid withdrawal, and leads to higher completion rates of withdrawal than placebo. 
However, in meta-analyses methadone appears equally efficacious in attenuating withdrawal 
symptoms, in comparison with other pharmacological agents, such as buprenorphine, 
clonidine and chlordiazepoxide (Amato et al, 2005)

In the context of randomised controlled trials, inpatient detoxification with methadone 
results in drug-free completion of detoxification in up to 70–80% of patients, whereas 
outpatient detoxification is successful in only 17–34% of patients (Gossop et al, 1986; 
Wilson et al, 1975). Despite these findings, and the wide availability since the Second 
World War of medications such methadone and clonidine, the current quality of evidence 
regarding the indications for in- versus outpatient opiate detoxification is surprisingly poor. 
This is particularly problematic for developing countries such as South Africa, given the 
likely higher cost of inpatient detoxification. This is further compounded by the availability 
of medications such as buprenorphine and the buprenorphine-naloxone combination that 
allow for the possibility of office-based opioid substitution prescribing and community-based 
outpatient detoxification (Parran et al, 2010; Sullivan & Fiellin, 2008). In one RCT comparing 
buprenorphine to methadone, however, the completion rate of outpatient detoxification was 
as high as 77% for the buphrenorphine group, with a tendency, although non-significant, 
for buprenorphine patients to stay in treatment longer and complete withdrawal more often 
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(Bickel et al, 1988). A Cochrane review conducted to determine the effectiveness of in- 
versus outpatient detoxification concluded that current evidence is insufficient to conclude 
whether inpatient detoxification is more effective than outpatient detoxification, and that 
more research is needed (Day, Ison & Strang, 2005; San et al, 1992). 

The quality of the existing research in this field also suffers from serious methodological 
deficiencies, such as small sample size, inadequate randomisation procedures and failure to 
conduct intention-to-treat analyses, therefore possibly overestimating the beneficial effects 
of inpatient detoxification. In addition, all the studies examining the differences between in- 
and outpatient approaches used methadone as detoxification medication (Day et al, 2005). 
In turn, systematic reviews have shown that psycho-social treatments on an outpatient basis 
can enhance treatment retention and decrease opiate use, as well as increase compliance 
with follow-up visits when administered concurrently with buprenorphine or methadone 
down-taper regimes (Amato et al, 2008a). In comparison to clonidine and lofexidine, 
buphrenorphine is significantly more effective in treating withdrawal symptoms, resulting 
in significantly higher rates of detoxification completion and lower rates of treatment drop-
out due to adverse effects. In addition, there is some evidence that resolution of withdrawal 
symptoms is quicker with buphrenorphine, in comparison to methadone, and completion 
of detoxification more frequent, although this finding did not reach statistical significance 
in meta-analyses (Gowing et al, 2009a).

In the clinical setting, factors that impact on the decision to detoxify patients in an inpatient 
versus outpatient setting will include the level of severity of the dependence, associated 
social circumstances as well as psychiatric or physical comorbidity. Clinically significant 
withdrawal typically develops only after two weeks of daily opioid use. Opioids with a 
short half-life, like heroin, are also more likely to result in more pronounced withdrawal 
syndromes. Patients who use opioids intermittently, and not on a daily basis, are also likely 
to experience less pronounced withdrawal syndromes. As the social support structure of 
many opioid-dependent patients is likely to be poor, with homelessness and a chaotic 
lifestyle not uncommon, many patients with more severe dependence syndromes, which 
may also present with comorbid psychiatric, polydrug and medical problems, are likely to 
be suitable only for inpatient detoxification (Silins et al, 2008). As detoxification, with the 
aim of referral to follow up abstinence-oriented psycho-social rehabilitation programmes, is 
likely to play an important role in stepped-treatment approaches in the developing world, 
detoxification strategies for opioid withdrawal are likely to continue to be relevant treatment 
approaches within the South African context. The low availability of detoxification services 
across geographic areas in South Africa makes inpatient detoxification a more attractive 
option for patients who live far from available services. More research is needed, however, to 
clarify which patients will do better with inpatient detoxification and what benefits inpatient 
detoxification may have over and above outpatient approaches. Economic cost analyses of 
inpatient detoxification versus outpatient detoxification with psycho-social augmentation 
are also required.

Opioids: maintenance pharmacotherapies
Long-term prospective research has demonstrated that abstinence-based community 
residential rehabilitation programmes of adequate duration can be successful for opioid-



Clinical treatment of substance use disorders in South Africa

345

dependent patients, with up to 50% achieving abstinence at a five-year follow-up (Gossop 
et al, 2003). Nevertheless, a subgroup of patients with severe heroin dependence is unlikely 
to succeed with traditional abstinence-based approaches and may require harm-reduction 
approaches that consist of opioid substitution-maintenance prescribing. The aims of 
substitution-maintenance treatment are several, and include:

 n The reduction of illicit heroin use
 n the reduction of associated health risk behaviours such as needle-sharing and risky 

sexual practices to procure drugs and number of injections
 n preventing transition to injection use among non-injection users
 n reducing associated criminal activity and mortality associated with overdoses. 

During substitution-maintenance treatment patients are given the opportunity to reconstruct 
their lives and improve their psycho-social and occupational functioning in order to obtain 
greater stability. Maintenance treatments can be time-limited over 12 to 24 months but may 
be a treatment option over many years.

The World Health Organization (WHO) has published a position statement and guidelines 
on the treatment of persons with opioid dependence across countries. It is recommended 
that substitution-maintenance programmes be made available in developing countries 
depending on financial feasibility (WHO, 2009). The UNODC (United Nations Office on 
Drugs and Crime) and its Commission on Narcotic Drugs have also published position 
statements highlighting the vital role that substitution treatments play in the prevention 
of transition to intravenous use among non-injection opiate users and also the prevention 
of HIV infection among opiate users who inject their drugs. Evidence from the literature 
supports the use of methadone and buprenorphine as the mainstay substitution medications 
in the treatment of heroin dependence. Meta-analyses from systematic Cochrane reviews 
have demonstrated that methadone and buprenorphine are successful in significantly 
reducing illicit opioid use, associated risk behaviours and transition to injection drug use, 
and result in greater treatment retention of patients (Mattick et al, 2008; Mattick et al, 
2009). Although criminal activity and mortality was not significantly reduced in a meta-
analysis of randomised control trials (Mattick et al, 2009), evidence from some prospective 
cohort studies supports a reduction in criminal activity and mortality found in controlled 
treatment trials (Gossop et al, 2003). Buprenorphine has also been demonstrated to be 
significantly superior to a placebo as an effective maintenance treatment, although it is 
somewhat less efficacious than methadone, particularly high-dose methadone maintenance 
treatment (Mattick et al, 2008). Despite the evidence in favour of methadone’s superiority in 
substitution treatment, including its lower cost, and side-effect profiles that include higher 
levels of sedation and somnolence, the availability of buprenorphine as an alternative is 
recommended by the WHO (WHO, 2009).

For substitution-maintenance prescribing to be effective, it is critical to ensure that 
certain minimum standards are adhered to. These include the provision of fully equipped 
facilities and trained staff to manage patients on substitution treatments. This includes 
facilities for spot urine testing, the availability of resuscitation equipment and staff trained 
in supervised consumption of maintenance treatments (Weich et al, 2008; WHO, 2009). 
Although these requirements are often perceived as barriers to participation in delivering 
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substitution therapies (Barry et al, 2009), the lack of supervised consumption is likely to lead 
to diversion of treatments in order to fund the procurement of illicit heroin and the practice 
of injecting medications such as buprenorphine to obtain a high (Winstock et al, 2009). 
In this regard, treatments such as the naloxone–buprenorhine combination (Suboxone) are 
likely to be useful in cases where injection or diversion of burprenorphine is problematic. 
Although abuse potential is much less likely with Suboxone, it is still possible (Mammen 
& Bell, 2009). This medication is taken sublingually in its therapeutic form, which leads 
to inadequate absorption of naloxone, an opioid receptor antagonist or blocker, with no 
incipient unpleasant withdrawal reaction. Upon intravenous administration, naloxone is 
activated due to higher bioavailability, leading to the precipitation of unpleasant withdrawal. 
Given adequate mechanisms of maintaining patient confidentiality, a national register of 
patients on agonist maintenance treatment should be considered in order to prevent doctor-
shopping and double prescription that can, in turn, fuel diversion practices (Weich et al, 
2008).

Systematic reviews have demonstrated that additional psycho-social interventions in 
the detoxification phase can provide significant benefits in retaining more participants in 
treatment for longer (Amato et al, 2008a). However, the addition of specific psychotherapeutic 
interventions, such as contingency management, cognitive behavioural therapy, psycho-
analytical psychotherapy and various forms of counselling, as well as routine psycho-social 
interventions, in methadone maintenance treatments have been shown in a Cochrane meta-
analysis to provide no additional benefits in terms of retention in treatment, opiate use, 
treatment compliance or improvement of psychiatric symptoms or depression (Amato et al, 
2008b). Higher abstinence rates did, however, occur in a subsample of patients within this 
meta-analysis.

Despite evidence of the efficacy of maintenance therapies with opioid agonists, compared 
to placebo or wait-list controls, important unanswered questions exist about the effectiveness 
of opioid agonist therapies in comparison to other abstinence-based and residential psycho-
social therapeutic approaches. Naturalistic cohort studies have shown comparable long-term 
abstinence and heroin-use rates between longer-term residential psycho-social interventions 
and methadone maintenance treatments (Darke et al, 2005; Gossop et al, 2003; Hubbard 
et al, 2003). However, cohort studies suffer from methodological shortcomings, such as 
attrition bias, and are not designed to determine efficacy. This underscores the importance of 
pragmatic randomised controlled trials directly comparing agonist maintenance treatments 
with active psychological treatments and residential rehabilitation of adequate duration. The 
option and availability of methadone maintenance as the treatment choice in the developed 
world may complicate the design and feasibility of such research. This may not be the 
case in populations from the developing world, in which the effectiveness of maintenance 
treatments have not been established. In addition, cost analysis studies are needed to analyse 
the likely economic feasibility of maintenance treatments in the South African context.

There are many structural, political and financial factors that pose significant challenges 
to maintenance-substitution prescribing within the developing world context. Despite these 
challenges, given the likely increases in heroin use in the future, policy-makers will have to 
draft and implement clear and specific guidelines as to the suitability of these treatments 
within a low- to middle-income country such as South Africa. In light of the likely future 
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increases in intravenous use of heroin, with the consequent risk of HIV infection, harm-
reduction approaches such as needle exchange programmes and substitution-maintenance 
prescribing are becoming even more relevant treatment modalities (Carrieri et al, 2006). In 
turn, evidence suggests that agonist maintenance programmes can reduce needle-sharing and 
the prevalence of injection practices that fuel the transmission of blood-borne viruses such as 
HIV and hepatitis B and C, although few randomised controlled trials have been conducted 
to estimate efficacy (Gowing et al, 2008). One role for substitution-maintenance programmes 
would be in a stepped-care package, where opioid substitution maintenance is indicated for 
patients who have failed to achieve abstinence or a significant reduction of illicit heroin 
and drug use following treatment in at least one abstinence-based residential rehabilitation 
programme of reputable quality, and where the treatment was of sufficient duration and 
adequate aftercare was received. Guidelines are available for maintenance treatments in 
the South African context (see Weich et al, 2008, for practical treatment guidelines). There 
exist several important requirements for practitioners and institutions who want to practise 
opioid-substitution prescribing, and many of these requirements require the urgent adoption 
and publication of a nationwide policy framework and position statement on the relevance 
and use of opioid-substitution prescribing within the South African context. Although some 
of these policy frameworks are receiving attention in the National Drug Master Plan and 
Prevention of and Treatment for Substance Abuse Bill, the Department of Health will need 
to address the question of substitution maintenance with attention to particulars and details, 
and ensure medical practitioners are adequately trained in appropriate prescribing protocols. 
Table 18.3 highlights some of the important unaddressed problems that need attention. The 
importance of research programmes are paramount in these initiatives, as their effectiveness 
and differential effectiveness above and beyond various alternative treatments need to be 
established within the South African health system.

Table 18.3: Areas in need of attention in the development of substitution-maintenance 
prescribing in South Africa

n  Adoption of national government policy on the use of substitution prescription for 
opioid dependence. Adoption of particulars with regards to substitution prescribing in 
the Prevention of and Treatment for Substance Abuse Bill.

n  A committee of experts needs to be established under the leadership of the 
Department of Health in order to develop guidelines and policies on opioid-
substitution prescribing.

n  Provincial and national funding provision for research to investigate the effectiveness 
of substitution prescribing with and without concomitant psycho-social approaches 
within the South African context.

n  Development of educational platforms within universities and teaching hospitals to 
train and certify practitioners as competent in substitution prescribing.

n  Mechanisms of accreditation through the HPCSA and Colleges of Medicine for 
institutions, private practices and practitioners in the prescription of substitution 
medications for detoxification and maintenance.

n  Engagement with Departments of Health and Social Development, as well the 
private medical insurance sector, to develop remuneration packages for substitution 
prescribing.
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Pharmacotherapy for nicotine, stimulants and cannabis
Nicotine use is highly prevalent in South Africa, with over 26% of the adult and 24% of the 
youth population smoking tobacco (WHO, 2009). Smoking is a leading cause for mortality 
and morbidity, and has important health consequences, which range from heart disease 
to cancer. In the South African context, high rates of HIV and its associated pulmonary 
complications, such as tuberculosis and lower respiratory tract infections, highlight the 
importance of treatment of nicotine dependence. Smoking can contribute to higher rates 
of lower respiratory tract infections and tuberculosis and adversely affect treatment with 
anti-retroviral medications (Miguez-Burbano et al, 2003; Miguez-Burbano et al, 2005). 
Over 132 RCTs have been conducted with nicotine replacement therapy (NRT) in assisting 
smokers who quit in the attenuation of uncomfortable withdrawal symptoms. NRT has 
been shown in a Cochrane meta-analysis to increase the chance of successfully quitting 
from 50% to 70% (Stead et al, 2008). 

Two medications, bupropion and varenicline, have been approved in the United States  
for the treatment of nicotine dependence. Of these, bupropion has been approved in South 
Africa for the treatment of nicotine dependence. Bupropion is thought to act as a noradren-
ergic and dopaminergic reuptake inhibitor, and results from a Cochrane review have given 
support for its efficacy in the treatment for nicotine dependence based on the meta-analytic 
results of over 49 RCTs (Hughes et al, 2007). The tricyclic antidepressant nortriptiline, acting 
mainly as a noradrenergic reuptake inhibitor, has been demonstrated to have equivalent 
efficacy to burpropion, although based on the meta-analytic data from only six RCTs. The 
side-effect profile of nortriptiline has, however, limited its use to that of a second-line off-
label agent in the treatment of nicotine dependence. These side effects include high toxicity 
in overdose, as well as other side effects such as orthostatic hypotension and anticholinergic 
side effects such as blurred vision, dry mouth and urinary retention. Buproprion is usually 
prescribed for three months in combination with counselling intervention. The sustained 
release or extended release formulations can be initiated at 150 mg daily and increased after 
one week to 300 mg daily. Currently there is no research to suggest that treatment with 
antidepressants such as bupropion or nortriptiline is either superior or inferior to treatment 
with nicotine replacement therapy (Hughes et al, 2007). Although not available in South 
Africa, varenicline, a partial agonist on nicotinic cholinergic receptors, has been shown in 
a meta-analysis of seven RCTs to increase the chances of successfully remaining abstinent 
up to two to three times times compared to the placebo (Cahill et al, 2008). In addition, 
varenicline has been shown to be superior to bupropion and NRT in improving abstinence. 
Side effects such as agitation and possible depressive ideation or suicidality have led the  
Food and Drug Administration (FDA) to place a boxed warning on varenicline and bupro-
pion. Further research is needed to determine the relationship between reported suicidality 
and medications such as varenicline, as reasons for this association remain unclear.

In contrast to the large evidence base of efficacious pharmacological treatments for 
opioid, alcohol and nicotine addiction, there are no approved treatments with an acceptable 
level of evidence for the treatment of stimulant or cannabis dependence (Jupp & Lawrence, 
2010). Evidence from systematic reviews indicates that the selective serotonin antidepressant 
fluoxetine shows some benefit in decreasing craving for amphetamines in the short term, but 
has no effect on relapse rates, or time to relapse. In turn, imipramine at dosages of 150 mg  
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daily may increase time spent in treatment but has no impact on amphetamine use 
(Srisurapanont et al, 2001). Treatments that act as agonists and dopaminergic neurons and 
are therefore based on substitution principles have been used in the treatment of patients 
with amphetamine and methamphetamine dependence. Dexamphetamine, methylphenidate 
and bupropion have shown promise over placebo in small, experimental, controlled trials 
(Elkashef et al, 2008a; Elkashef et al, 2008b; Tiihonen et al, 2007). Findings from these 
studies await replication. In turn, meta-analyses of pharmacological treatments for cocaine 
dependence have not shown any clear benefits for dopamine agonists or anticonvulsants and 
only non-significant and trend-level benefits from single controlled trials for desipramine, 
an antidepressant, and disulfiram (Amato et al, 2007; Minozzi et al, 2008; Pani et al, 2010; 
Silva et al, 2010; Soares et al, 2010).

Evidence-based psycho-social models of treatment
Four psycho-social treatment approaches – relapse prevention, motivational enhancement 
therapy, the Matrix model of treatment and 12-step facilitation – are among the most 
promising models of treatment and have been shown to be effective for all classes of 
substances and across a range of contexts, countries (developing and developed) and 
population groups (adolescents and adults). They are currently being used in South Africa 
either as stand-alone programmes or to supplement and enhance pre-existing treatment 
programmes (Fakier & Myers 2008; Myers & Fakier 2007). 

Motivational enhancement therapy (MET)
MET is a structured therapeutic approach based on the therapeutic style and techniques of 
motivational interviewing (Miller & Rollnick, 2002). Initially developed for the treatment 
of problem drinking, it has since been applied to the treatment of other drug dependencies 
(Gossop, 2006). It can be used as a stand-alone treatment or as a supplement to pre-existing 
treatment programmes and is suitable for use in both inpatient and outpatient settings 
(NIDA 1999; UNODC/WHO 2008). In South Africa, MET has been primarily used as a 
supplement to pre-existing treatment programmes, although there are several programmes 
where MET is the primary treatment approach provided.

The primary goal of MET is to evoke rapid and internally motivated behaviour change. 
To achieve this, MET adopts a client-centred counselling approach which focuses on helping 
clients resolve their ambivalence about engaging in treatment and changing their substance 
use. The collaborative therapist-client relationship is seen as a facilitator of behaviour 
change. Specifically, the therapist fosters a positive, encouraging relationship with the client 
and uses this relationship to reinforce behaviour change. Therapist-client interactions are 
direct but never confrontational and focus on building clients’ self-esteem and self-efficacy 
(Apodaca & Longabaugh, 2009; Miller, 1996; Miller & Rollnick, 2002).

The core components of MET include a comprehensive assessment, followed by two 
to four individual treatment sessions. The comprehensive assessment includes a thorough 
medical and psychological assessment. The first treatment session focuses on providing 
feedback generated from the initial assessment. This feedback is designed to stimulate 
discussion regarding personal substance use, to identify the advantages and disadvantages of 
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changing current substance use, and to increase readiness to change substance use behaviours 
through the client identifying a need for change and by the therapist eliciting motivational 
statements from the client about his/her ability to change (Apodaca & Longabaugh, 2009; 
Gossop, 2006; Miller, 1996). Motivational interviewing principles are used to strengthen 
motivation and build a plan for change. As part of developing an action plan, the therapist 
suggests and discusses coping strategies for high-risk situations. In subsequent sessions, 
the therapist monitors the client’s attempts to change, reviews the degree to which change 
strategies have been effective (suggesting new strategies where needed), and encourages 
continued commitment to change (Miller, 1996).

The effectiveness of MET has been widely researched over the past two decades. Findings 
from multi-site randomised controlled trials demonstrate that participants treated with MET 
were more likely to be retained in treatment (Ball et al, 2009; Carroll et al, 2009), had greater 
commitment to treatment goals and better treatment compliance, and had fewer drug-related 
problems and relapses (Dennis et al, 2004; Miller Yahne & Tonigan, 2003; Stein et al, 2006) 
than participants assigned to control groups. Similarly, a systematic review of randomised 
controlled trials of treatments for persons with co-occurring substance dependence and 
other mental disorders found that persons assigned to MET treatment were more likely to 
remain in treatment, complete treatment and have fewer post-treatment psychiatric problems 
than those assigned to a treatment-as-usual control group (Cleary et al, 2009).

Relapse prevention
Relapse prevention (RP) is a cognitive-behavioural therapy initially developed for the 
treatment of problematic alcohol use by Marlatt and Gordon (1985) and later adapted for 
other drug use. It can be used as a stand-alone treatment or as part of a more comprehensive 
treatment programme and is suitable for both inpatient and outpatient settings (Rawson et 
al, 1993). The model assumes that learning processes play a critical role in the development 
and maintenance of maladaptive patterns of behaviour, such as substance use. Relapse 
prevention thus uses a combination of behavioural skills training, cognitive interventions 
and lifestyle change procedures to equip individuals to achieve and maintain abstinence 
by avoiding relapse to substance use (Witkiewitz & Marlatt, 2004; Witkiewitz & Marlatt, 
2007).

The primary goal of this approach is to teach individuals how to identify, anticipate and 
cope with situational (external) and emotional (internal) triggers that place them at risk 
for relapse (Witkiewitz & Marlatt, 2007). Specifically, individuals are taught to identify 
cognitions, negative moods and external events that trigger thoughts, urges and cravings for 
alcohol and other drugs (Gossop et al, 2002; Witkiewitz & Marlatt, 2007). Individuals are 
also taught ways to avoid these triggers and, where this is not possible, cognitive strategies 
to enhance self-control and cope effectively with high-risk situations. Specific techniques 
include exploring the positive and negative consequences of continued use, self-monitoring 
to recognise drug cravings and to identify high-risk situations for use, and strategies for 
coping with and avoiding high-risk situations and the desire to use (Douaihy et al, 2007; 
Witkiewitz & Marlatt, 2004; Witkiewitz & Marlatt, 2007).

There is a large body of evidence supporting the effectiveness of RP. For example, a 
review of controlled clinical trials of RP concluded that, for a range of different substances 
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of abuse, individuals assigned to RP conditions had better outcomes than those assigned 
to no-treatment control conditions. Relapse prevention also was found to be as effective 
as, but not superior to, 12-step facilitation and MET approaches (Carroll, 1996). Other 
clinical trials found that RP is valuable for reducing the intensity and duration of relapse 
episodes, if they occur (Gossop, 2006). Also, studies comparing RP to standard counselling 
approaches found sustained main effects or delayed emergence of effects for relapse 
prevention (Carroll et al, 1998; Gossop, 2006). In other words, individuals receiving RP 
treatment show sustained or continued improvement in their coping skills and treatment 
outcomes compared to individuals who do not receive RP treatment (Carroll, 1996; Carroll 
et al, 1998; Gossop, 2006). Finally, RP has been found to be equally effective in group and 
individual formats (Schmitz et al, 1997).

The Matrix model
The Matrix model is an eclectic model that combines elements of several evidence-based 
treatment approaches (namely, MET, RP and 12-step facilitation) into a single framework. 
Initially developed for the treatment of stimulant dependence, it has since been shown to be 
an effective psycho-social treatment for a broad range of substances. While it was originally 
designed for use as an intensive outpatient model, it has been successfully adapted for use 
in inpatient settings. The original adult version of the programmes has also been adapted for 
use with adolescents and various special population groups, including individuals with co-
occurring disorders and criminal justice populations (NIDA, 1999; UNODC/WHO, 2008). 
It is a highly structured programme, with detailed therapist manuals that contain work 
sheets for each session of the 16-week programme.

Borrowing heavily from RP and MET approaches, this model uses a combination of 
behavioural skills training, cognitive interventions, lifestyle changes and a motivational 
interviewing therapeutic style to achieve its objectives. The primary goals of this model are to: 
n Engage and retain individuals in treatment for the duration of the 16-week 

programme 
n Facilitate early abstinence from substance use (termed ‘early recovery’)
n Prevent relapse through providing clients with skills needed to identify, anticipate 

and cope with stressors and situations that may lead to relapse (Huber et al, 1997; 
Rawson et al; 1995). In this model, client engagement and retention in treatment (and 
positive behaviour change) are facilitated through the therapist–client relationship. 
The therapeutic style borrows heavily from motivational interviewing, whereby 
the interaction between the therapist and client is realistic and direct but not 
confrontational. In addition, therapists are trained to conduct treatment sessions in a 
way that promotes the client’s self-esteem, self-efficacy to change, dignity and self-
worth (Rawson et al, 1995).

Apart from this therapeutic style, other core components include the following: 
n Psycho-education, during which patients and their families learn about issues critical 

to addiction and relapse (especially the effect of substances on brain neurochemistry 
and functioning, the development of and recovery from substance dependence, and 
how to identify triggers and high risk situations) 
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n Structured, manualised group counselling sessions comprising early recovery groups, 
during which strategies to achieve early recovery are discussed, and relapse prevention 
groups, during which skills critical to maintaining abstinence are developed 

n Individual sessions, where clients receive direction and support from a trained 
therapist 

n Exposure to and participation in twelve-step self-help programmes  
n Participation in social support groups, during which clients develop abstinence-

oriented social networks.

Much of the focus of this approach is on group work. The programme also includes family 
education and conjoint/family counselling sessions for family members and significant 
others affected by substance use. In addition, all individuals are monitored for substance 
use through breath and urine testing (Obert et al, 2002; Rawson et al, 1995).

Several evaluations of the Matrix model have been conducted over the past 15 years. 
Findings from these evaluations demonstrate that participants treated with the Matrix model 
show statistically significant reductions in substance use, improvements in psychological 
indicators, and reductions in sexual risk behaviours associated with HIV transmission 
(Huber et al, 1997; Obert et al, 2005; Rawson et al, 2002). The most compelling evidence 
for the effectiveness of the Matrix model comes from the Methamphetamine Treatment 
Project. This project compared the Matrix model of treatment with treatment-as-usual 
(TAU) at eight different sites. Across sites, significantly better treatment retention and 
completion rates were found for individuals assigned to the Matrix model, compared to the 
TAU group. Significantly greater reductions in drug use, better abstinence rates and longer 
periods of abstinence were found for individuals assigned to the Matrix model, compared to 
individuals assigned to the TAU condition (Galloway et al, 2000; Huber et al, 2000; Obert 
et al, 2005; Rawson et al, 2002).

In South Africa, the Matrix model has been successfully adopted by outpatient, day-
patient and inpatient treatment services in the Western Cape. It is also being introduced 
into several other provinces, including Free State and Gauteng. The programme materials 
are being translated into local languages, and an impact evaluation of one local programme 
is in the process of being conducted.

Twelve-step facilitation therapy (TSF)
Twelve-step facilitation (TSF) therapy is a structured, manual-driven approach to enabling 
early recovery from substance dependence. It is implemented in 12–15 sessions over the 
course of 12 weeks. Originally developed for use in an individual format, it has been 
successfully adapted for use in group settings (Kaskutas et al, 2009). This approach is most 
often used in outpatient settings, but in South Africa is mainly integrated into Minnesota 
model-oriented inpatient programmes. The behavioural, spiritual, and cognitive principles 
of TSF and the Minnesota model are rooted in the 12 steps and traditions that are the 
foundation of 12-step fellowships such as Alcoholics Anonymous (AA) and Narcotics 
Anonymous (NA) (McGovern & Carroll, 2003; Nowinski, 2000).

More specifically, TSF is designed to increase the likelihood of an individual becoming 
affiliated with, and actively involved in, 12-step support groups and thereby achieving 
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abstinence from substance use (McGovern & Carroll, 2003). TSF therapy has three goals 
for its clients:
n Facilitate acceptance, which includes understanding that addiction is a chronic, 

progressive disease over which the client has no control, that the client’s life has 
become unmanageable due to their substance use, and that abstinence from substance 
use is the only solution 

n Facilitate surrender, which involves giving oneself over to a higher power, and 
accepting the traditions and guidance of the 12-step fellowship and support of other 
recovering individuals 

n To facilitate active involvement in 12-step support groups and related activities 
(McGovern & Carroll, 2003; Nowinski; 1997; Nowinski, 2000).

To achieve these goals, the TSF facilitator helps the client assess the severity of his/her 
substance use and identify the need for abstinence; explains the concepts, principles and 
traditions of the 12-step fellowships; actively supports and enables initial entry into the 
relevant 12-step fellowship; and encourages continued involvement in the fellowship 
through fellowship-related activities. Each TSF session follows a set format and has a specific 
topic. Every TSF session ends with the facilitator assigning individualised recovery tasks to 
the client, which need to be completed before the next session (McGovern & Carroll, 2003; 
Nowinski; 1997; Nowinski, 2000).

There is a large body of evidence supporting the effectiveness of TSF. For example, a 
preliminary trial of TSF with polysubstance-abusing individuals found that individuals 
who received TSF had significantly reduced their drug intake compared to those assigned 
to the treatment-as-usual condition (Hayes et al, 2004). Similarly, a controlled trial of 
a group-format TSF programme found that individuals assigned to this programme 
had significantly better abstinence rates and lower levels of alcohol and drug use than 
individuals assigned to the control group (Kastukas et al, 2009). The most compelling 
evidence for the effectiveness of TSF comes from Project MATCH, a multi-site randomised 
trial comparing the effectiveness of MET, RP and TSF. TSF was found to be more effective 
than no-treatment control conditions and as effective as, but not superior to, RP and MET 
treatment approaches (Project MATCH Research Group, 1997). In addition, individuals 

n  Alcoholics Anonymous (AA) – for people who think they have a drinking problem and 
have a desire to stop

n  AlAnon Family Groups – for people who have a family member or friend who has a 
problem with alcohol

n Alateen – for teenagers affected by parents’ drinking

n Narateen – for teenagers affected by parents’ drug use

n  NarAnon Family Groups – for people who have a family member or friend who has a 
problem with drugs

n  Narcotics Anonymous (NA) – for people who think they have a drug problem and have a 
desire to stop (http://www.na.org.za/)

Box 18.5: Types of 12-step support groups in South Africa
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attending TSF reported more days of 12-step fellowship attendance, a marker for sustained 
recovery (Moos et al, 2007) than individuals in the other conditions (Carroll et al, 1998; 
Carroll et al, 2000).

Continuing care for substance use disorders
As substance dependence is understood to be chronic and relapsing disorder, involvement 
in continued care services after completion of a primary treatment episode is a widely 
accepted evidence-based treatment guideline (Gossop et al, 2007; McGovern & Carroll, 
2003; NIDA 1999; Ouimette et al, 1998). Continuing care services refer to the provision of 
ongoing support and counselling after an individual has completed a structured treatment 
programme and no longer requires services at the intensity needed during primary treatment 
(Brown et al, 2001). The primary goal of these services is to maintain the positive progress 
made during treatment by providing individuals with additional tools needed to lead a pro-
social, drug-free lifestyle and avoid relapse to substance use (Gossop et al, 2007).

In South Africa, these services are generally provided by: 
n Treatment providers who provide lower-intensity supportive counselling to clients 

who complete their programme 
n 12-step-oriented halfway houses (secondary care) and sober living establishments 

(tertiary care) that provide low-intensity support services 
n Self-help support groups in community settings that consist of individuals at various 

stages of recovery who act as a source of support to each other. As self-help groups 
are the most common and accessible form of continuing care in the country, they are 
described in more detail below.

In South Africa, the 12-step support groups are the most common type of self-help support 
group available. These abstinence-oriented groups are based on the principles of Alcoholics 
Anonymous (AA) and are found worldwide. They provide support for the individual with 
the alcohol or drug problem via their 12-step programme. There are various derivatives of 
these groups available, including those that provide support services for families affected 
by alcohol and drugs (see Box 18.5 for an outline of some of the 12-step groups available 
in the country).

These 12-step groups are located within local communities and provide an abstinence-
oriented social support network which aids individuals in maintaining their sobriety. The 
groups use standard meeting formats and literature, are non-religious and free of charge 
(Gossop et al, 2007).

The benefits that active participation in 12-step support groups holds for the maintenance 
of treatment outcomes have been extensively documented. Numerous controlled trials 
have reported that individuals with post-treatment involvement in 12-step support groups 
had better long-term treatment outcomes than individuals with no involvement in these 
groups (Fiorentine, 1999; Fiorentine & Hillhouse, 2000; Humphreys et al, 1999; Moos 
et al, 2001). In addition, studies have shown that the greater the individual’s involvement 
in the 12-step programme, the greater the benefits (Ouimette et al, 1998). Also, length 
of 12-step group membership is positively associated with better substance use outcomes 
(Humphreys, 2004).
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Conclusion
It is clear that there is an urgent need to improve the availability of affordable treatment  
options in South Africa. The findings from various studies point to various quality improve-
ments that can be made to South African treatment services. These include improving: 

n Access to treatment through the use of mobile outpatient clinics and service quality 
improvement initiatives

n The integration of mental health and substance abuse services through the use of 
integrated care networks and by encouraging greater involvement of the DOH in the 
delivery of substance abuse treatment services

n Improving length of stay in treatment by strengthening clients’ abstinence-oriented 
support networks and providing clients with stepped-down care options

n Improving treatment outcomes by ensuring clients engage in continuing care services. 

In addition, policy frameworks need to be adopted on a national and regional level on the 
provision of services that utilise pharmacological treatment approaches, including substitution 
prescribing for opioid dependence. Treatment standards need to be defined and mechanisms 
set up for the accreditation of practitioners and institutions, as well as the monitoring of 
standards. Quality improvement initiatives also should focus on training service providers to 
deliver evidence-based psycho-social treatment, as outlined in this chapter.

From this discussion it is clear that a large amount of work needs to be done to improve 
the quality of treatment in South Africa. Efforts to improve service quality can be aided 
by developing a standardised service quality monitoring system for use in South African 
substance abuse services. Such a system would provide a foundation for evidence-based 
quality improvement enterprises and would allow for the impact of these enterprises on 
treatment outcomes to be examined.
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 19  Substance abuse policy 
in South Africa

Crick Lund and Noxolo Hewana

Introduction
As other chapters in this volume have indicated, substance abuse is a major social problem 
in South Africa, and is associated with a substantial health burden and enormous personal, 
social and economic costs. The extent to which this problem is addressed depends in no 
small measure on the extent to which the South African government is willing to give priority 
to the problem, through a clearly formulated set of national policies and laws, which are 
subsequently implemented through strategic plans and budgets. Without these policies and 
laws, efforts are likely to be at best piecemeal, poorly coordinated and lacking in the political 
will required to mobilise the required social and economic resources.

This chapter provides a review of the historical and current policy and legislative 
framework for substance abuse in South Africa. It identifies some gaps in substance abuse 
policy in South Africa, and recommendations for how they could be addressed.

Substance abuse policy: conceptual issues
Public policy has been defined as ‘a system of laws, regulatory measures, courses of action, 
and funding priorities concerning a given topic promulgated by a governmental entity or 
its representatives’ (Kilpatrick, 2010). A policy, therefore, represents the stated intention by 
a government to address a particular social, political or economic issue. Policies can take a 
number of forms, from the proclamations of politicians to formally adopted documents which 
are the products of extensive stakeholder consultation and research. Various incentives can 
be created for the implementation of policies. For example, when linked to legislation, these 
policies can carry legal consequences when implementation fails. When linked to budgets 
or financial incentives, policies can carry rewards for those who successfully implement 
them. We use the term ‘policy’ in a broad sense to include both policy documents and 
legislation.

The extent to which a policy is appropriate and can be feasibly implemented depends 
on a number of factors. These can be understood within a broad framework for policy 
development and implementation (see Figure 19.1):
1.  The development of policies relies on a number of processes, including the role of 

key stakeholders (Walt & Gilson, 1994) and the use of evidence (Haines & Victoria 
2004). These policy development processes require needs assessments, consultation 
and negotiation with various stakeholders, and an assessment of options.
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2.  The vision, aims and objectives of a policy need to be feasible within the current 
resource constraints of a country or region.

3.  In order to be implemented, policies need to move beyond abstract formulation and 
be translated into operational plans and programmes.

4.  In order for these plans and laws to be implemented successfully, reliable systems 
need to be in place, such as networks of substance abuse treatment centres, a well-
functioning education system for the implementation of prevention interventions, and 
a police force to curb the manufacture and supply of illicit substances.

5.  Crucially, the implementation of policies relies on the buy-in and ownership of a 
number of stakeholders. In the substance abuse field this includes teachers, health 
workers, counsellors, police, correctional services staff, community leaders and, of 
course, those who use substances. A lack of ownership by such key stakeholders, or 
conflicting opinions regarding the solutions to problems of substance abuse, may lead 
to fragmented implementation (Flisher et al, 2007).

Several policy analysts have argued that social and health policy development and 
implementation processes seldom follow rational steps, such as problem identification, 
consensus building, policy formulation and implementation. More often, it is argued, 
policy development is a relatively random process, which accelerates when certain ‘policy 
windows’ are opened (Kingdon, 1984). According to this theory, it is only at the confluence 
of three streams (issues faced by society, alternatives that can potentially address these 
issues, and political events, or social and political pressures) that progress is made with 
policy development and implementation. Others have argued that transnational influence, 
domestic advocacy and the national political environment all influence the extent to which 
a particular issue becomes prominent on the policy agenda, rather than rational processes 
(Shiffman 2007).

In the field of substance abuse, a crucial challenge is that policy formulation and 
implementation require the collaboration of a number of governmental sectors, such 
as health, education, social development and criminal justice. This immediately poses 
challenges regarding leadership: which government sector should lead the process of 
policy formulation? Which should commit resources to its implementation? And which is 
responsible for providing the various services required for the regulation and control of the 
supply of substances, and for prevention, treatment and rehabilitation?

Historical overview
In South Africa, many of these challenges are mirrored in the historical development and 
implementation of policies and laws related to substance abuse. This history is driven to 
varying degrees by a number of different government and civil society stakeholders, and 
by key developments associated with ‘policy windows’, such as those created by the end of 
apartheid and the advent of a democratic dispensation.

South Africa was a signatory to the United Nations (UN) Single Convention on Narcotic 
Drugs (1961), the 1970 Protocol and the UN Convention on Psychotropic Substances 
(1971). The South African government developed the Abuse of Dependence-Producing 
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Figure 19.1: Framework for substance abuse policy development and implementation in South 
Africa
(Adapted from Flisher et al, 2007)
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Substances and Rehabilitation Centres Act in 1971, which was amended in 1973. The Act 
created penalties for minor dealing and possession of drugs, such as imprisonment for a 
period of not less than five years, but not exceeding 15 years. In the 1980s, South Africa 
became part of a major international network to combat drug trafficking when the country 
joined the United Nations Office of Drug Traffic Laws. The focus was on illicit drugs such 
as heroin and cocaine, which became a threat as expanding networks of drug trafficking, 
principally from Nigeria, looked for new markets (Roman, Ahn-Redding & Simon, 2005).

The Prevention and Treatment of Drug Dependency Act (1992) established the first Drug 
Advisory Board (DAB) in 1993. The DAB’s function was to advise the Minister of Welfare 
and Population Development on matters pertaining to alcohol and drug abuse and to ‘plan, 
coordinate and promote measures relating to the prevention and combating of drug abuse 
and to the treatment of drug-dependent people’ (Department of Welfare, 1999). The DAB 
was therefore a key attempt to develop a united government response to substance abuse in 
South Africa, in the late apartheid era.

The Drugs and Drug Trafficking Act (1992) focused on drug offences, including the 
possession or selling of cocaine, heroin or cannabis. All amphetamines and barbiturates 
were regarded as legal drugs which could be purchased in pharmacies. The age of criminal 
responsibility was 17; ages 12 to 16 were treated as juveniles, and ages 7 to 11 were treated 
as children. Crimes by youth under 17 years were handled by juvenile courts.

The Tobacco Products Control Act (1993) effectively made provision for designated 
smoking areas and restrictions on tobacco industry advertising, including picture health 
warnings on all cigarette boxes, the banning of smoking in cars in the presence of a child 
under 12 years, the restriction of entry to smoking areas for people under the age of 18 and 
increases in fines for smoking in public spaces.

After the demise of apartheid in 1994, more concerted efforts were made to address 
substance abuse issues in policy as policy ‘windows’ opened for broader political and social 
reform. In 1995 South Africa hosted a joint conference of the Southern African Development 
Community and the European Union to discuss drug trafficking. The conference adopted 
a regional protocol on reducing the drug trade in the southern African region (Roman, 
Ahn-Redding & Simon, 2005). This initiative was partly in response to broader contextual 
changes precipitated by the end of apartheid. The physical and economic isolation of the 
country under apartheid, strict monitoring of external borders and stringent internal controls 
had restricted access to drugs in South Africa. After 1994, reductions in external border 
controls, increased travel and trade, and the country’s poorly resourced law enforcement 
agencies created new opportunities for drug cartels targeting the South African market 
(Myers, Louw & Fakier 2007).

Also in 1995, the Department of Health’s Mental Health and Substance Abuse Committee 
recommended immediate involvement and full participation of the Department of Health 
in all aspects of prevention, treatment and rehabilitation of substance abuse. The committee 
also recommended the establishment of an intersectoral structure to facilitate cooperation 
between health and welfare sectors in the substance abuse area and the re-establishment of 
the Drug Advisory Board, as an entity that could facilitate such intersectoral collaboration.

The South African Community Epidemiology Network on Drug Use (SACENDU) 
was established in 1996 by the South African Medical Research Council (MRC) and the 
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Department of Psychology at the University of Durban-Westville with funding from the 
World Health Organization (WHO). SACENDU has been a key source of data that has 
informed many subsequent policy and legislation developments in South Africa (Parry et al, 
2002).

The Tobacco Products Control Act was amended in 1999, with bans on all advertising 
and promotion of tobacco products, including sponsorship and free distribution of 
tobacco products. The Act restricts smoking in public places, including the workplace, 
restaurants, bars and public transport. The Act also stipulates penalties for transgressors of 
the law, and specifies the maximum permissible level of tar and nicotine. The regulations 
were implemented in 2001. The government proposed further amendments to the bill in 
2007. These amendments aimed to bring the current law into compliance with the WHO 
Framework Convention on Tobacco Control.

The National Drug Master Plan (NDMP) was adopted in February 1999, to act as the 
barometer of the commitment and performance of the South African government and its 
citizens in the field of substance abuse. Aware of a history of fragmented leadership in 
substance abuse, the main aim of the NDMP was to form a united front of all stakeholders in 
the country, for joint action towards a society free of drug abuse and its related problems. As 
illustrated in Table 19.1, a wide range of stakeholders were involved in the development of 
the NDMP. The NDMP strives to implement holistic and affordable approaches to decrease 
the availability and use of drugs and to minimise the consequences associated with substance 
abuse in South Africa. Five areas of focus were identified, namely, crime, youth, community 
health and welfare, research and information dissemination, and international involvement. 
The NDMP outlines specific objectives pertaining to youth. It includes:
■  Encouraging youth to refrain from drug use
■  Ensuring that schools offer effective drug education programmes
■  Increasing parents’, educators’ and school governing bodies’ awareness of drug 

misuse
■  Developing public education strategies for youth on both a national and local level
■  Ensuring that high-risk youth or youth involved in drug misuse have access to 

counselling, advice, treatment and rehabilitation services.

The NDMP also evoked the provisions of the Constitution, which grants citizens the right 
to have their dignity respected and protected, and the right to life, freedom and security. To 
realise these rights, the government committed itself in the NDMP to reducing the supply 
of illegal drugs and the demand for such drugs through a wide range of measures and 
programmes.

As a consequence of the NDMP, the Central Drug Authority (CDA) was established in 
2000, comprising governmental appointees and experts from the non-governmental sector. 
A key innovation of the CDA was that it included representatives of a wide range of sectors 
and stakeholders, was answerable to Parliament, and therefore was intended to reach across 
sectors in its mandate. The CDA was established with the understanding that the current 
NDMP would be reviewed every five years, and amended and submitted for approval to 
Cabinet when necessary. However, it was understood that the CDA would not replace the 
responsibilities of various government departments and NGOs.
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Table 19.1: Current substance abuse policy, legislation and strategic plans in South Africa

NAME OF 
POLICY/LAW

DATE AIM SCOPE STAKEHOLDERS 
CONSULTED

Drugs and Drug 
Trafficking  
Act

1992 1.  To end drug trafficking 
by law enforcement

2.  To fight use and 
possession of illicit 
drugs

Defines illegal acts 
related to drug use and 
trafficking, offences, 
penal ties, presumptions 
and forfeiture of proceeds 
of drug trafficking

United Nations Office 
of Drug Crime; Medical 
Research Council; 
Correctional Services; 
Department of Health and 
Welfare

Tobacco Products 
Control  
Act

1993, 
amended in 
1999 and 
2007

1.  To prohibit or restrict 
smoking in public 
places

2.  To regulate the sale 
and advertising of 
tobacco products

Provides measures to 
control the smoking 
of tobacco products, 
to regulate advertising 
and sponsorship and 
to specify packaging of 
tobacco products (such 
as health warnings)

Departments of Health, 
Trade and Industry, 
Agriculture and Land 
Affairs, Finance, Justice 
and Correctional Services; 
WHO; Tobacco industry; 
Director of Public 
Prosecutions

National  
Drug Master Plan

1999, 
revised  
in 2006

To bring about the 
reduction of substance 
abuse and its related 
harmful consequences 
in five priority areas: 
Crime, Youth, Community 
health and welfare, 
Research and information 
dissemination,  
and International 
involvement

Provides a vision, 
priorities and 
objectives; describes 
the composition and 
functions of the CDA, 
local Drug Action 
Committees and 
provincial Drug Forums; 
articulates the roles and 
responsibilities of all the 
major sectors involved in 
substance abuse

Office of the Attorney-
General; SA Alliance for 
Prevention of Substance 
Abuse; Departments 
of Welfare, Health, 
Education, Foreign 
Affairs, Correctional 
Services and Justice; SA 
Narcotics Bureau; SARS; 
SANCA; MRC; HSRC; CSIR; 
National Crime prevention 
strategy; and Medicines 
Control Council

National  
Policy on 
Drug Abuse 
Management in 
Schools

2002 1.  To prevent manage and 
treat drug use, misuse 
and dependency in 
schools

2.  To develop a safe and 
supportive school 
environ ment that 
values human dignity

3.  To educate learners 
about drug use and 
abuse

Sets out the Department 
of Education’s Guiding 
Principles for substance 
abuse in schools. Provides 
recommendations for 
drug screening/testing, 
searches, education, 
prevention, interventions 
and school and 
institutional management 
plans. Alignment with 
the NDMP explicitly 
mentioned

Departments of 
Education, Health, 
Correctional services, 
Social Development;  
and the Council of 
provincial MECs for 
Education

Liquor Act 2003 1.  To establish norms 
and standards in order 
to maintain economic 
unity within the liquor 
industry

2.  To provide national 
standards for 
rendering services

3.  To provide measures 
for cooperative 
government in the area 
of liquor regulation

Articulates the national 
liquor policy, including 
regulation of the 
manufacture and 
distribution of liquor 
and other substances; 
provides for registration 
of manufacturers and 
distributors of alcohol; 
provides measures for 
compliance, such as 
inspectors and warrants; 
describes offences and 
penalties; and provides 
for the establishment, 
composition and functions 
of the Liquor Policy  
Council

Minister of Trade 
and Industry and 
relevant MECs of the 
provinces; Departments 
of Agriculture, 
Social Development, 
Correctional Services, 
Arts and Culture, Labour; 
Home Affairs, and Safety 
and Security; Medicines 
Control Council; National 
Youth Commission

(continued )
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NAME OF 
POLICY/LAW

DATE AIM SCOPE STAKEHOLDERS 
CONSULTED

Prevention of and 
Treatment for 
Substance Abuse 
Act

2008 1.  To provide a 
comprehensive national 
response for combating 
substance abuse

2.  To provide mechanisms 
aimed at demand and 
harm reduction

3.  To provide for the 
registration and 
establishment of 
treat ment centres and 
halfway houses

4.  To provide for the 
treatment and 
committal, treatment 
and rehabilitation of 
persons in treatment 
centres

5.  To provide for the 
establish ment of the 
Central Drug Authority

Provides strategies and 
principles for demand and 
harm reduction; outlines 
prevention and early 
intervention services, 
including stakeholder 
roles and responsibilities; 
provides guidelines  
and regulations for 
community-based 
inpatient, outpatient 
services, aftercare and 
reintegration services; 
describes the process 
for admission, transfer 
and referral to treatment 
centres; describes 
disciplinary interventions 
and appeal procedures; 
provides for the 
establishment of CDA and 
supporting structures

Departments of Social 
Development, Health, 
Education, Foreign Affairs, 
Correctional Services 
and Justice; SA Narcotics 
Bureau; SANCA; MRC; 
HSRC; CSIR; National  
Crime prevention 
strategy; Office of the 
Attorney General; SA 
Alliance for Prevention of 
Substance Abuse

Table 19.1: Current substance abuse policy, legislation and strategic plans in South 
Africa (continued)

With a view to taking up its sectoral responsibilities in response to the NDMP, the 
Department of Health addressed substance abuse in its Health Sector Strategic Framework 
(1999–2004). The targets of this framework were:
■  To decrease alcohol/drug abuse by 10% by 2004 through decentralised treatment in 

general hospitals and rehabilitation programmes and campaigns
■  Reduce the incidence of fetal alcohol syndrome (FAS) by 50% through implementing 

community-based programmes involving education and assistance to ‘problem drinking’
■  Have nurses trained in mental health and substance abuse in 50% of all health facilities, 

and thus integrate mental health and substance abuse and other health activities at all 
levels.

Substance Abuse Policy Guidelines were subsequently developed by the Department of 
Health in 2000, the aims of which were to:
■  Prevent and manage substance abuse
■  Raise awareness of substance abuse within the context of primary health care (PHC)
■  Train and educate PHC practitioners to fully integrate substance abuse prevention/

management with the PHC domain
■  Develop community-based prevention/management models to reinforce positive 

behaviours that promote healthy lifestyles.

The Department of Social Development and the United Nations Office for Drug Control 
(UNODC) launched the ‘Ke Moja’ Project in 2005. A prevention programme that targets 
the youth, ‘Ke Moja’ means ‘no thanks’ and aims to inform and educate the public about 
the dangers of drugs, as well as to mobilise children and youth to say ‘no’ to substance 
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abuse. The youth Best-Practice Treatment Model was developed and training provided 
countrywide to facilitate roll-out of the model. The model proposes essential elements to be 
considered when offering treatment to youth in residential facilities. The pilot conducted 
in five government facilities showed positive results of minimum standards for in-patient 
treatment centres. These standards were meant to be used to transform service delivery in 
government facilities as a first priority, and to ensure that appropriate services are provided 
at these centres. They also have to set the framework for the registration of treatment centres 
run by civil society structures in the country. The government encouraged the registration of 
centres in terms of the Prevention and Treatment of Drug Dependency Act (1992).

The National Policy on Drug Abuse Management in Schools (2002) was adopted by 
the Department of Education to contribute towards effective prevention, management and 
treatment of drug use, misuse and dependency in educational institutions in South Africa. It 
is a policy framework that promotes the creation of a healthy learning/school environment 
and the provision of skill-based health education by appropriately trained teachers to prevent 
and reduce drug misuse and abuse. It sets forth relevant national laws and protections, but 
calls upon local school authorities to develop drug use, misuse and dependency management 
plans that reflect the needs and values of the school and its community, that are consistent, 
fair and rights-based and that seek above all the rehabilitation and continued schooling 
of students involved in drug-related incidents. The policy also seeks to develop a range 
of responses for managing drug-related incidents within the school, taking into account 
confidentiality, the nature of the incidents, the circumstances of the learners involved and 
the needs and safety of the school community. The policy aimed to build capacity by making 
professional development opportunities available for educators, especially those working 
with drug-related incidents.

The Liquor Act (2003), ratified in August 2004, aims to reduce the socio-economic 
and broad consequences of alcohol abuse and promote the development of a responsible 
and sustainable liquor industry. The Act stipulates that a person may not advertise alcohol 
with the intention to target or attract minors or sell or supply alcohol to a minor. A person 
supplying or selling alcohol must take suitable measures to determine whether or not a 
person is a minor. A minor may not falsely claim to be of age in order to purchase or access 
alcohol. A person may not make a false claim about a minor’s age in order to persuade a 
person to sell or supply alcohol to a minor. A minor may not produce or import liquor, 
or supply liquor to another person. The parent or adult guardian of a minor, or a person 
responsible for overseeing a religious sacrament, may on occasion supply a small quantity of 
alcohol to that minor to be consumed under the supervision of that person.

The Liquor Act also outlaws the supply of liquor in lieu of remuneration, or having the 
cost of liquor deducted from remuneration. In order to obtain a licence to manufacture or 
distribute alcohol, applicants must have subscribed to an industry code of conduct, and 
consideration will be given to the applicants’ contributions to combating alcohol abuse. It 
was anticipated that most provinces would liberalise restrictions on the sale of alcohol with 
a view to drawing formally unregulated suppliers into the regulated sector, while acting on 
public health concerns – for example, restricting sale to minors (Parry, 2005b).

The National Liquor Policy Council (NLPC), comprising the Minister of Trade and 
Industry and relevant Members of the Executive Councils of the provinces, formulates and 
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coordinates policies and cooperative governance. The council was established by provisions 
of the Liquor Act, and is responsible for consulting on any matters concerning the 
management of the liquor industry, facilitating and promoting intergovernmental relations 
pertaining to the liquor industry, and managing intergovernmental disputes concerning the 
industry (Department of Trade and Industry, 2004).

Crucial prevention policies have been developed by sectors other than health, education, 
social development and criminal justice. For example, the National Treasury has, over 
recent years, increased its excise taxes on beer, wine and spirits (Parry, 2005b; Parry, Myers 
& Thiede, 2003). The Department of Transport has also decreased the permissible alcohol 
levels from 0.08g/100ml to 0.05g/100ml, although enforcement remains an ongoing 
problem.

In October 2006, Cabinet approved the revised National Drug Master Plan and 
programme (Department of Social Development, 2006). The plan is in line with the Drug 
Dependency Act of 1992, which requires the government to review such a plan every five 
years.

The most recently reformed legislation pertaining to substance abuse is the Prevention 
of and Treatment for Substance Abuse Act (2008). The Act provides for the coordination 
of substance abuse prevention and treatment through the registration and establishment 
of all programmes and services; creation of conditions and procedures for admission of 
persons in treatment centres; establishment of a Central Drug Authority; and promotion 
of a collaborative approach among government departments and other stakeholders. The 
Act repealed the Prevention and Treatment of Drug Dependency Act (1992, as amended 
in 1999).

Assessing current policies: aims, scope and stakeholders consulted
Currently there are six policies and laws in place which provide the policy framework for 
substance abuse in South Africa:
1.  Drugs and Drug Trafficking Act (1992)
2.  Tobacco Product Control Act (1993)
3.  National Drug Master Plan (1999)
4.  National Policy on Drug Abuse Management in Schools (2002)
5.  Liquor Act (2003)
6.  Prevention of and Treatment for Substance Abuse Act (2008).

The aims, scope and the stakeholders consulted in the development of these policies and 
laws are set out in Table 19.1.

Implementing policy at local level: a municipal case study
It is beyond the scope of this chapter to assess the implementation of the policies and laws 
reviewed here. This information is covered in some detail in other chapters in this volume, 
in particular chapters on prevention (Chapter 14), gangs and shebeens (Chapter 15) and 
substance abuse treatment (Chapter 18).
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Nevertheless, it is useful, for the purpose of this discussion, to consider the extent to 
which national policies and legislation can be translated into local municipal strategies. One 
case study is the City of Cape Town, which has developed a draft Operational Alcohol and 
Drug Strategy (2007–2010) (Department of Health, 2007).

This strategy aims to:
■  Reduce the burden of alcohol and other drug use on the city of Cape Town and its 

residents, business and visitors through the provision of targeted supply and demand 
reduction interventions

■  Define the role of the city and direct alcohol- and other drug-related (AOD) 
programmes and policies in the city, as well as ensure that these correspond with and 
contribute to provincial and national policies and plans

■  Encourage interaction between health, law enforcement and welfare for the smooth 
running of the strategy and to avoid duplication of services

■  Improve access to information regarding AOD-related harms for the city community
■  Improve reporting on local interventions and their effectiveness
■  Cooperate with other spheres of the government for enhanced responses to AOD.

The strategy embraces certain key principles:
■  The city will work with a range of stakeholders, including other spheres of government, 

service providers and AOD users and those affected by their use
■  The burden of AOD problems should be shared by the whole community; integrated 

responses are therefore required to complement provincial and national programmes 
and established health, social welfare and other regulatory structures, and to 
improve reporting to the citizens, target communities, service providers and various 
governmental spheres

■  An emphasis will be based on evidence-based interventions
■  The principle of social inclusiveness will be reflected through a commitment to reduce 

the impact of AOD use on our most vulnerable populations, previously disadvantaged 
communities, young people, people affected with HIV/AIDS, homeless people, women, 
elderly, mentally ill and physically disabled people

■  A long-term commitment to funding and resource allocation is essential to tackle AOD-
related harms

■  Demand reduction is a key principle, to target prevention of new AOD use/misuse, and 
treatment of existing AOD problems

■  A multi-prolonged approach will be adopted, to intervene in AOD-related problems 
and to engage simultaneously at many stages in the cycle, including prevention, early 
intervention, treatment and reintegration.

Substance abuse policy: current challenges
Much has been achieved in the development of substance abuse policy since the advent of 
the democratic era in South Africa in 1994. There is now a wide array of policy and legislative 
instruments in place, and an intersectoral coordinating body in the form of the Central Drug 
Authority. A major current challenge appears to be less in policy development, and more 



Substance abuse policy in South Africa

377

in the implementation of current policy and legislation, particularly at provincial and local 
level. Within this broad area, there are a number of key implementation challenges:
1.  Intersectoral collaboration: there remains an ongoing challenge of coordinating the 

various elements of the NDMP in a seamless fashion: for example, cooperation between 
the departments of Health and Social Development in the delivery of mental health 
and substance abuse treatment services. Within this point, an important concern is the 
extent to which specific sectors perceive themselves as accountable to the NDMP and 
the CDA, or are more inclined to follow the lead of their departmental heads, a form of 
‘silo’ thinking that limits possibilities for collaboration.

2.  Monitoring: there is an urgent need to develop a set of nationally agreed indicators for 
monitoring and evaluating all aspects, from prevention to treatment and rehabilitation. 
An important recent development is the Service Quality Measures Project, led by the 
Medical Research Council, with participation from the departments of Health and 
Social Development, SANCA and other service providers and research institutions. 
The study aims to develop a set of indicators for routine service administration and 
modular surveys in substance abuse treatment centres throughout the country (Fakier 
et al, 2009).

3.  Targets: related to indicators, there is an urgent need for a set of nationally agreed 
norms and standards. The Department of Social Development is currently busy with 
these in relation to treatment centres, but similar targets are required for other aspects.

4.  Regulation: given the wide array of service providers for substance abuse treatment, 
it is essential to create the right mix of positive incentives and regulatory muscle to 
improve the quality of care and the accessibility and availability of services.

5.  Enforcement: for many sectors, the success of policies is entirely contingent on the 
extent to which they are enforced. A good example is the permissible alcohol level 
for drivers, which is stipulated by the Department of Transport, but requires active 
enforcement by traffic police. Unless traffic police are well trained, and provided 
with incentives to enforce these provisions, implementation of the policy will remain 
fragmented, and alcohol-related road injuries will remain high.

Notwithstanding the importance of implementation, there is also a need for policy 
development in relation to alcohol. Much of the current policy and legislation focuses on 
drugs rather than alcohol. This is despite the clear evidence of the enormous public health 
risk associated with alcohol abuse, as described in other chapters in this volume. In a review 
of the international evidence for policy-relevant strategies to address the burden of alcohol 
use, Parry identifies 10 key strategies (Parry, 2005a):
1. Changing the minimum legal purchase age
2. Instituting a government monopoly on retail sales
3. Instituting restrictions on hours or days of sale
4. Instituting restrictions on outlet density
5. Increasing excise taxes on alcohol
6. Sobriety checkpoints and random breath testing for motorists
7. Lowering blood alcohol concentration (BAC) limits
8. Administrative licence suspension
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9. Graduated licensing for novice drivers
10. Brief interventions for hazardous drinkers.

Of these, only four have been adopted in current policy and legislation, and there remain 
ongoing challenges with implementation in all strategies adopted. Some strategies, such 
as a government monopoly on retail sales, may not be feasible within the South African 
context, as Parry concedes. Nevertheless, there is a need to thoroughly review current 
policy and legislation pertaining to alcohol, and to examine the extent to which evidence-
based interventions from international experience can be adopted and enforced in South 
Africa.

Finally, there is a crucial need for policy evaluation research in substance abuse in 
South Africa. While excellent studies have been conducted of treatment service provision, 
and epidemiological surveillance data are available (for example, through SACENDU), 
there is a dearth of studies on the extent to which current policy and legislation is being 
implemented in South Africa. This is fertile ground that could inform future policy and 
legislative directions, and is crucial to ongoing attempts to combat substance abuse in this 
country.

Conclusion
There are certain processes that are essential for the successful development and 
implementation of future substance abuse policy in South Africa. These include the use of 
evidence, consultation with key stakeholders, a realistic vision, coordination of the various 
stakeholders, and implementation through concrete plans, programmes and budgets, with 
sufficient infrastructure and appropriate monitoring of services.

South Africa has a history of relatively fragmented substance abuse policy and legislation, 
but this has been consolidated to a large extent since 1999 with the National Drug Master 
Plan and the subsequent establishment of the Central Drug Authority.

Major current challenges include the strengthening of policy on alcohol, and the 
implementation of current policies and laws through intersectoral collaboration, specific 
sectoral planning and budget allocation, strengthening the regulatory environment and 
improved monitoring and evaluation.
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